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Introduccion

La Inteligencia Artificial (IA) ha evolucionado rapidamente hasta convertirse en una de las
tecnologias mas transformadoras de nuestro tiempo, especialmente tras el lanzamiento
de ChatGPT en 2022. Experis y Vaar Law han creado esta guia para ayudar a lideres,
profesionales y tomadores de decisiones a aprovechar el potencial de la IA de forma
responsable, sostenible y eficiente.

En toda Europa, la IA esta transformando las empresas y las instituciones publicas. Una
encuesta de Eurostat de 2024 reveld que el 41% de las grandes empresas ya integran la IA en

sus operaciones, lo que supone un aumento del 30% respecto al afio anterior. El sector publico
avanza aun mas rapido: un estudio de 2024 del Joint Research Center de la UE reveld que el
51.8% de los 576 gestores publicos encuestados, mas de la mitad, ya habia implementado al
menos un proyecto de IA, y el 63.1% planeaba hacerlo.

La IA abre importantes oportunidades de innovacion y crecimiento. Puede optimizar las
operaciones, aumentar la eficiencia y facilitar nuevos productos, servicios y modelos de
negocio. Sin embargo, muchas organizaciones tienen dificultades para convertir el potencial de
la IA en resultados tangibles. Los desafios relacionados con la calidad de los datos, los dilemas
éticos, la complejidad legal y los riesgos emergentes suelen obstaculizar el éxito. Esta guia
aborda esta situacidn respondiendo a dos preguntas clave:

de las
¢Coémo implementamos estratégicamente la I1A grandes
para crear valor genuino y evitar desperdiciar empresas
recursos en iniciativas con resultados limitados? ya integran

lalA en sus

¢Como podemos adoptar la IA de forma responsable
y sostenible, garantizando el cumplimiento normativo, operaciones.
y de riesgos alinado con nuestros valores?

La implementacién de la |IA requiere un enfoque holistico: alinear las iniciativas de IA con

su vision y valores estratégicos, construir estructuras de gobernanza sélidas e invertir
estratégicamente en la gestién de datos, el desarrollo de habilidades, los marcos éticos y la
experiencia legal. Y si, también se debe invertir en la infraestructura tecnoldgica adecuada
para los datos y la IA.

Esta guia ofrece informacién clara y practica para ayudar a su organizacién a navegar por el
panorama de la IA y convertir las oportunidades en éxitos duraderos.

Si tiene alguna pregunta o comentario, puede contactar con Jergen Longva, Director de
Competencias de Experis AS, al correo jorgen.longva@no.experis.com o con Thor Beke, Socio
Director de Vaar Advokat AS, en thor@vaar.law.
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iEsta guia es de Cdédigo Abierto!

Experis y Vaar desean que todas las organizaciones tengan el mejor conocimiento posible
sobre el uso de la IA. Por eso, puede usar libremente esta guia para adaptarla a su organizacion.

La guia cuenta con la licencia CC-BY. Esto significa que puede usar y modificar el texto de este
documento si reconoce que se basa en el contenido desarrollado por Experis y Vaar. Tenga en
cuenta que esto no aplica a logotipos, marcas ni ningun otro contenido exclusivo de Experis y Vaar.

No dude en contactarnos si desea el documento en formato Word.

Resumen de Capitulos

1 ¢Como la IA puede crear valor?

* Reconozca la capacidad de la IA para optimizar, transformar y cambiar
radicalmente procesos y productos, en el sector privado como en el publico.

o Explore diversas tecnologias de IA para comprender como abren nuevas
oportunidades.

« |dentifique aplicaciones relevantes para su organizacion inspirandose en
ejemplos concretos de diferentes sectores.

> 2 ¢Como su organizacion puede generar valor a partir de la 1A?

 Alinee sus ambiciones con las condiciones y la madurez tecnoldgica de
Su organizacion para identificar las areas de valor mas relevantes para la
implementacion de la IA.

* Experimente con la IA mediante pequefios proyectos piloto para comprender las
oportunidades y limitaciones antes de profesionalizar y escalar las soluciones.
Familiaricese con la ilusidn del laboratorio y el efecto iceberg.

o Construya una infraestructura tecnolégica robusta, que incluya una plataforma
de datos y de IA, y establezca un centro de especializacion en IA.

3 Consideraciones Eticas

* Aseglrese de que la IA apoye, y no reemplace, el juicio y la toma de decisiones.

+ Mantenga la transparencia explicando los procesos de toma de decisiones y
garantizando la comprension entre todas las partes involucradas.

» Pruebe y ajuste los sistemas de forma proactiva para abordar los sesgos,
garantizar la equidad y prevenir resultados discriminatorios.
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éﬁé 4 Gobernanza, Calidad, y Riesgo

* Implementar estructuras de gobernanza que se alineen a la estrategia de IA con
los objetivos de la organizacion, garantizando roles y responsabilidades claras.

» Supervisar continuamente los sistemas de IA para garantizar su correcto
funcionamiento y mantener una alta calidad de los datos.

» Evaluar los riesgos o interrupciones del sistema de IA y establecer planes de
contingencia y mecanismos de control para errores inesperados, especialmente
en procesos criticos.

5 Comprender las obligaciones legales del uso de la IA en Europa

» Asegurese de que el uso de la IA cumpla con todas las leyes y regulaciones
especificas del sector, incluyendo las leyes de proteccién de datos y
antidiscriminacion, la DSA, la DMA, la DORA y la Ley de Ciberresiliencia.

» Desarrolle una estrategia de cumplimiento que integre la comprensién legal
con las medidas tecnoldgicas y realice auditorias periddicas para demostrar el
cumplimiento.

» Documente las evaluaciones legales y de privacidad a lo largo de todo el ciclo de
vida del sistema de IA para cumplir con los requisitos de cumplimiento.

6 LeydelA

Evalle si el uso de |A en su organizacion se rige por la Ley de IA.

Determine la categoria de riesgo de sus aplicaciones de IA.

Defina su rol como proveedor o usuario, ya que esto afecta los requisitos
aplicables.

Identifique sus obligaciones segun el nivel de riesgo y el rol, e implemente las
medidas de cumplimiento necesarias.

/ Privacidad y RGPD

 Realizar una evaluacion de riesgos y considerar o realizar una EIPD antes de la
implementacion.

e Implementar las medidas necesarias para reducir los riesgos.

» Desarrollar directrices y rutinas de capacitacion, actualizando el protocolo
de procesamiento, la declaracién de privacidad y la documentacién de
cumplimiento.

» Mantener las medidas de privacidad continuas con capacitacién periddica,
politicas accesibles, sistemas de informes y monitoreo continuo de riesgos.
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8 Derecho Laboral

e Involucre a los empleados en la implementacién de herramientas de IA,

solicitando su opinién e informandoles sobre su uso.

 Brinde capacitacion para garantizar el uso correcto y legal de las
herramientas de IA, compartiendo informacion y facilitando la
retroalimentacion de los empleados.

+ Asegure el cumplimiento del RGPD, la Ley IA y otras leyes correspondientes
al utilizar la IA para fines de Recursos Humanos.

@ O Derechos de Propiedad Intelectual

* Reconozca que el contenido generado por IA puede estar protegido por
derechos de autor si expresa suficientemente el esfuerzo intelectual.

« Verificar los modelos de IA preentrenados para detectar posible
incumplimiento de los derechos de propiedad intelectual, verificando las
restricciones impuestas por los proveedores.

e Documentar el uso y las licencias de los datos de entrenamiento para
garantizar el cumplimiento de las leyes de derechos de autor aplicables.

10 Términos y condiciones de la Licencia

¢ Revise cuidadosamente los términos de la solucion, centrandose en la
propiedad de los datos, la responsabilidad, las limitaciones de uso y los
derechos de propiedad intelectual.

e Asuma la responsabilidad por errores o dafios causados por los sistemas de
IA, ya que la responsabilidad generalmente recae en la organizacion que los
utiliza.

 Evite las soluciones de IA gratuitas siempre que sea posible, ya que suelen
conllevar mayores riesgos de vulneracion de la seguridad y la privacidad de
los datos.
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IA puede crear
valor?

La IA puede generar un valor significativo para su organizacion al mejorar los procesos existentes
o introducir soluciones innovadoras. La IA sigue impulsando la innovacion y la eficiencia en los
sectores publico y privado.

Cada vez mas empresas deben considerar la IA como un factor competitivo clave en los préximos
afios. Comprender coémo esta herramienta configura su mercado, cdmo aprovechar su potencial y
como implementarla eficazmente sera crucial para mantenerse a la vanguardia.

Para ayudarle a comprender cémo la |A genera valor, exploraremos diferentes tipos de Ay
examinaremos como pueden transformar diversos aspectos de las operaciones comerciales.
Comenzaremos con los tipos de |IA mas accesibles y utilizados, y gradualmente avanzaremos hacia
modelos mas avanzados y especializados.

IA Predictiva pronostica resultados futuros basandose en datos histéricos. Esto es especialmente
util en la prevision financiera, la prediccion de la demanda, la gestidn de riesgos y el mantenimiento
de equipos. Esta puede analizar grandes cantidades de datos para identificar patrones que indiquen
eventos futuros.

Oda: predecir las necesidades del cliente

Oda, una tienda de supermercado en linea, utiliza modelos
predictivos de |A para ofrecer recomendaciones personalizadas
de productos basadas en las compras anteriores y los patrones
de compra de los clientes. El sistema anticipa cuando los clientes
podrian necesitar articulos especificos y sugiere productos
relevantes en el momento oportuno.

El algoritmo de IA no solo recomienda articulos de compra frecuente, sino que también sugiere
productos similares para aumentar la variedad en el carrito de compra. Esto simplifica la experiencia de
compra y anima a los clientes a probar nuevos productos. El objetivo es ofrecer experiencias de compra
eficientes que ahorren tiempo y sirvan de inspiracion.
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Los Modelos de Clasificacién organizan y estructuran El Municipio de

grandes conjuntos de datos mediante la categorizacién Bodg utiliza IA

de la informacién. Por ejemplo, pueden clasificar .

correos electrénicos no deseados, identificar clientes Generativa para
en riesgo, filtrar solicitudes de préstamos de alto riesgo el manejo de

o analizar imagenes médicas para diagndsticos. documentos legales
Los Modelos de Transformacion convierten datos

de un formato a otro, por ejemplo, traduciendo texto La solucion reduce
entre idiomas, convirtiendo imagenes en texto o considerablemente
transcripcion de grabaciones de audio a texto. También el tiempo necesario
puede transformar datos no estructurados en formatos para resumir
estructurados, lo que permite la automatizacién de documentos legales.
procesos que antes era inviable o demasiado costosa. Los empleados

Esto se conoce como hiperautomatizacion. pueden encontrar

rapidamente
" informacioén precisa
y relevante gracias
al sistema que
utiliza modelos de
lenguaje avanzados
y tecnologias
de busqueda

Un concepto clave aqui es el "Ultimo cuello de botella
o el ultimo paso en un flujo de trabajo y su eliminacidn
puede reducir los tiempos de procesamiento de
semanas o dias a tan solo minutos o segundos. Este
cambio logra dindmicas completamente nuevas:
innovaciones verdaderamente transformadoras. Un
ejemplo son los bancos que ofrecen verificaciones de

crédito instantaneas y aprobaciones de préstamos en sofisticada.

linea, lo que ofrece una ventaja competitiva gracias al

acceso rapido y sin complicaciones al crédito. Los modelos de
lenguaje generan
resimenes

IA Generativa, como ChatGPT que crea contenido
nuevo, como texto, imagenes, audio y video. Esto lo
hace muy adecuado para el desarrollo de material de
marketing y soluciones creativas en disefio y desarrollo
de productos. También puede convertir datos no
estructurados en formatos estructurados para su

precisos de textos
legales complejos,
reduciendo la
necesidad de
revision manual de

procesamiento automatizado en sistemas informaticos. documentos.

Al permitir que las maquinas operen mediante lenguaje

natural, los modelos de transformacion y generativos Esto reduce los
permiten a los robots realizar tareas complejas e costos de los
interactuar de forma mas eficaz con los humanos. servicios legales.

IA Optimizada, maximiza la eficiencia en la produccion,
la planificacion de rutas, el uso de materiales y la
programacion de personal. Estos modelos resuelven
problemas demasiado complejos para la programacion
tradicional. Cuando la IA automatiza y acelera estas
tareas, genera nuevas eficiencias en los procesos y
permite simulaciones de escenarios para la planificaciéon
estratégica.
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Disefio Generativo es un proceso avanzado en el que la IA explora numerosas
posibilidades de disefio basdndose en parametros y restricciones predefinidos antes

de presentar soluciones ¢ptimas. Esta tecnologia se utiliza en arquitectura e ingenieria,
como la planificacién de carreteras o la construccion de puentes, para desarrollar disefios
innovadores y funcionales. También se aplica para optimizar componentes automotrices y
aeroespaciales, reduciendo el peso y aumentando la resistencia.

El Instituto de Investigaciones de Toyota mejora el diseiio de autos con IA

El modelo genera numerosas alternativas de disefio que
consideran requisitos estéticos, funcionales y técnicos.

Esto permite a los diseiadores evaluar rapidamente numerosos conceptos,
reduciendo el tiempo de desarrollo y mejorando la calidad del producto final.

Los Modelos de Aprendizaje Profundo detectan patrones y relaciones complejas. Estos
modelos impulsan los vehiculos auténomos y los sistemas de recomendacién avanzados.
Con miles de parametros refinados mediante un entrenamiento exhaustivo, requieren
grandes conjuntos de datos y una gran capacidad de procesamiento. Debido a su
complejidad, a menudo funcionan como "cajas negras"”, lo que dificulta la interpretacién
de sus decisiones. Esta falta de transparencia plantea dudas sobre la explicabilidad, que
analizaremos con mas detalle al abordar la ética, la gestidn de riesgos y la normativa.

La investigacion en curso busca desarrollar métodos para explicar las decisiones de |A,
especialmente en la administracion publica, salud y finanzas.

El Aprendizaje por Refuerzo entrena modelos para comprender entornos complejos,
como mercados, sistemas de produccion o redes logisticas. Estos modelos mejoran
mediante simulacién y aprendizaje por ensayo y error. Debido a su complejidad y
experiencia requerida, investigadores e ingenieros lo aplican principalmente a problemas
particularmente desafiantes.

Los Agentes Autonomos toman decisiones y realizan acciones sin intervencion

humana. Operan en entornos dindmicos y complejos, como negociaciones de compras
automatizadas o robots industriales que trabajan en condiciones peligrosas. Pueden
gestionar la logistica, controlar las lineas de produccidn o realizar tareas de mantenimiento
en la fabricacion. Los modelos de lenguaje avanzados y la IA generativa permiten a estos
agentes operar en ambitos donde los datos no estructurados antes representaban un
obstaculo.
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https://pressroom.toyota.com/toyota-research-institute-unveils-new-generative-ai-technique-for-vehicle-design/

AT&T ha desarrollado asistentes de clientes autonomos impulsados por IA

A diferencia de los chatbots tradicionales, que suelen limitarse a respuestas preprogramadas
y didlogos sencillos, estos asistentes auténomos utilizan algoritmos avanzados de IA para
comprender y responder a consultas complejas de los clientes en tiempo real.

Pueden gestionar una amplia gama de solicitudes, desde soporte técnico
hasta consultas de facturacion, sin intervenciéon humana.

Esto se traduce en operaciones mas eficientes, mayor satisfaccion
del cliente y la capacidad de atender a un mayor nimero de personas
simultaneamente.

Planificacion urban
a cacion urbana La IA Causal busca descubrir las causas subyacentes,

mejorada mientras que los modelos tradicionales solo identifican
correlaciones. Por ejemplo, entre el consumo de helado
y los ahogamientos existe una correlacion pero esto

no explica la causa de ninguno de ellos (el clima calido
es una explicacién mas probable). En la investigacion
médica, una comprension mas profunda de las causas
de las enfermedades puede conducir a tratamientos mas
eficaces. La |A causal también puede mejorar la gestion

financiera al descubrir explicaciones mas profundas de los
Los modelos de IA se fendmenos econémicos..

entrenan con grandes
cantidades de datos
relacionados con

el flujo vehicular, el
estacionamiento y el
movimiento peatonal.

Bedrock y INRIX han
desarrollado la solucién
Bedrock Compass,

que crea simulaciones
detalladas del trafico en
entornos urbanos.

Simulacion de Sistemas Complejos utiliza la IA para
predecir resultados en escenarios donde los experimentos
en el mundo real serian demasiado arriesgados o costosos.

Por ejemplo, este tipo de IA puede simular reacciones
quimicas en el desarrollo de farmacos para identificar
posibles candidatos antes de las pruebas de laboratorio. En
planificacién urbana, puede predecir los efectos de nuevas
infraestructuras antes de su implementacion. Ademas

se utiliza para simular los impactos del cambio climatico,

lo que ayuda a evaluar las consecuencias ambientales a
largo plazo de diferentes medidas politicas. La tecnologia
también permite probar modelos econémicos para
comprender los efectos de las tendencias del mercado.

Los urbanistas pueden
generar y evaluar multiples
opciones, lo que les

ayuda a encontrar las
soluciones mas eficientes
y sostenibles para el
desarrollo futuro.

¢ Quieres ver mas ejemplos de como la IA crea valor?

Ejemplo en los sectores publico y privado de la UE: AI-WATCH: Observatorio de Inteligencia Artificial de la UE
Ejemplo de Gartner (servicio de pago): Caso practico de IA e IA Generativa
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https://about.att.com/blogs/2024/autonomous-assistants.html
https://data.jrc.ec.europa.eu/dataset/7342ea15-fd4f-4184-9603-98bd87d8239a
https://www.gartner.com/document-reader/document/5191663?ref=authbody&refval=5683155
https://inrix.com/press-releases/bedrock-compass-gen-ai/

g ¢Como su

Organizacion puede
generar valor a partir
de la |A?

La IA es compleja y debe alimentarse con los La llusion del
datos de la empresa para liberar todo su potencial.
Esto requiere que la organizacién cuente con

una gobernanza de datos adecuada. Los datos
deben ser accesibles, estar bien documentados

y ser de alta calidad jun reto considerablel. Para
tener éxito, su empresa primero debe explorar,
desarrollar, probar y aprender sistematicamente.
El siguiente paso es profesionalizar y escalar las
iniciativas siguiendo un plan a largo plazo y agil:

Laboratorio

Lailusion de
laboratorio se
produce cuando
una empresa
logra el éxito
con un prototipo
de IA, pero no logra replicar los

una hoja de ruta paralalA. mismos resultados en produccion.
Algunas organizaciones ven que sus
Muchas organizaciones tienen dificultades soluciones fallan de inmediato, pero
para sacar valor de la IA. Ven ejemplos de otras con mayor frecuencia, la calidad
empresas que han tenido éxito, pero se encuentran disminuye tras unos meses o afios de
atrapadas en lailusion del laboratorio, con produccion, o los costos operativos
experimentos estancados en una fase de prueba o y de mantenimiento se vuelven mas

no generan beneficios duraderos a gran escala. altos de lo esperado.
Esto puede deberse a una

Para evitar esta ilusién, es necesario reconocer que . B -
integracion deficiente con los

la IA no es una herramienta méagica que resuelva
todos los problemas simplemente incorporandola

a productos y procesos existentes. No se puede
confiar en experimentos aislados y esperar avances.
Es necesario trabajar sistematicamente, explorar

las areas adecuadas y realizar rapidamente durante

sistemas existentes, una calidad de
datos inadecuada o la falta de la
experiencia necesaria para escalar la
solucién.

Como resultado, las empresas

el desarrollo las pruebas antes de avanzar hacia la no logran obtener los beneficios
escalabilidad y la profesionalizacién. Un enfoque esperados, a pesar de los
estructurado facilita la prevencion de costosos prometedores resultados iniciales.

errores y la identificacidn de las dreas adecuadas
donde la IA puede generar valor real.

¢Como su oganizacion puede
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Los Datos como prerrequisito para la |IA

Los datos son la base de cualquier solucién de IA. Para que los algoritmos
generen informacién valiosa o automaticen tareas complejas, deben
entrenarse con datos que reflejen la situacién real de su negocio. Los
datos deben ser accesibles, de alta calidad y estar bien documentados.
Las empresas que controlan sus datos estan mucho mejor posicionadas
para generar valor con la IA.

En 2012, comenzé una nueva ola de avances en IA, impulsada por tres tendencias tecnoldgicas:
avances en modelos de aprendizaje profundo para el reconocimiento de patrones, una
explosién de potencia computacional facilmente disponible en la nube y el auge de bibliotecas
de software de aprendizaje automatico. Estos avances permitieron construir modelos
avanzados con mayor rapidez y precisidon que antes. Sin embargo, muchas organizaciones
pronto se dieron cuenta de que carecian de datos suficientes para aprovechar el potencial de
la IA. No bastaba con contar con algoritmos y recursos computacionales potentes; necesitaban
datos relevantes para sus necesidades especificas.

A finales de 2022, surgié una nueva ola de entusiasmo por la IA, ya que los modelos
preentrenados y de facil acceso redujeron los datos necesarios para usarla eficazmente. Estos
modelos se habian entrenado con conjuntos de datos masivos, lo que les permitié desarrollar
conocimientos fundamentales, como la comprensién del lenguaje o el reconocimiento de
objetos en imagenes. Como resultado, las empresas pudieron aprovechar la |A con solo una
pequefa cantidad de datos. Esto facilitd los inicios, especialmente para empresas pequefias u
organizaciones sin grandes volumenes de datos histéricos.

La ventaja competitiva a menudo se deriva de lo que hace Unica a una empresa, ya

sea conocimiento especializado, productos propios o la capacidad de adoptar nuevas
tecnologias. Es posible generar valor a partir de la IA implementando y combinando
soluciones listas para usar. La disponibilidad de los llamados "zero-shots models" o
aprendizaje cero (modelos que no requieren entrenamiento especifico previo) ha aumentado
considerablemente. Algunos ejemplos incluyen ChatGPT y Microsoft Copilot, que utilizan
modelos preentrenados donde los usuarios simplemente proporcionan informaciéon mediante
indicaciones o lenguaje natural, a veces combinados con técnicas de busqueda avanzadas
como la Generacion Aumentada por Recuperacién (RAG). Esto hace que las herramientas
impulsadas por IA sean mas accesibles, permitiendo a los usuarios generar valor rapidamente.

Al mismo tiempo, las organizaciones con acceso a datos completos y especificos del negocio
pueden ajustar y adaptar los modelos con mayor precisidn. Esto representa una ventaja
competitiva clave y duradera. La |A ofrece el maximo valor cuando se aprovecha el poder de los
datos de la organizacion. Al crear soluciones basadas en algo Unico, se crea una diferenciacién
frente a la competencia.

Para lograrlo, es fundamental contar con procesos e infraestructura de gestién de datos de
alta calidad y accesibles que permiten la mejora continua de los modelos y su adaptacion a
las necesidades cambiantes. Ademas, las organizaciones deben abordar las cuestiones de
privacidad y cumplir con el RGPD. No basta con tener datos: deben ser accesibles, estar bien
documentados y utilizarse de forma legal y ética. Volveremos a estos temas en capitulos
posteriores.

¢Como su oganizacion puede
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Establece el nivel adecuado de ambicion

El primer paso que su empresa debe dar para generar valor a partir de la IA es
establecer una ambicidn clara y realista, alineada con las habilidades y la capacidad de
su organizacion.

El siguiente grafico muestra algunas preguntas clave a considerar:

E}‘} Disposicion a invertir y tolerancia al riesgo

* ¢;Quéinversiones esta dispuesta a realizar su empresa en términos de capital, experiencia y
priorizacion de otros recursos?

» ¢Esta su empresa dispuesta a probar aplicaciones de IA aunque exista un riesgo significativo de

que los resultados no se materialicen?

Areas de
Valor

¢Su empresa cuenta
con productos,

procesos o activos
que puedan mejora rse « ¢Existen restricciones en el entorno operativo de su empresa que afecten a las areas de

Restricciones operativas

i ifi i valor que se pueden perseguir? Esto puede incluir regulaciones especificas del sector.
S|gn|f|cat|vamente a [ p 9 P! g P

mediante |IA? Si es asi
¢cuales? Busque grandes
volimenes, ejecucion Madurez

frecuente o un alto « ¢Cuenta su empresa con la infraestructura tecnolégica necesaria para implementar soluciones
compromiso de capital, de IA?
garantiza ndo al mismo D 'z,EXIsten'?rocesos establecidos c!ue puedan ampliarse para respaldar el uso eficiente y la
g . integracion de la IA en las operaciones?
tiempo la presencia « ¢Cuenta su empresa con suficiente experiencia interna o acceso a especialistas en I1A?
de datos digitales * Sino es asi, (se puede desarrollar la experiencia internamente o adquirirla externamente?

estructurados.

Datos

« ¢;Dispone su empresa de datos suficientes y de alta calidad relacionados con las areas de valor?
IC/ « ¢Existen datos libres de restricciones legales o de otro tipo? ;Son los datos técnicamente accesibles?
Q « ¢Estan los datos bien documentados y son de facil acceso para quienes deseen experimentar con ellos?

Algunas empresas comienzan con cautela, optimizando procesos internos especificos.
Otras son capaces y estan dispuestas a apostar por un enfoque centrado en la IA,
situandola en el centro de sus productos y procesos de produccion.

Las empresas con grandes ambiciones en materia de IA deben estar preparadas para
invertir en una infraestructura integral, equipos dedicados, plataformas de datos
avanzadas, procesos de innovacion y mejora continua.

¢Como su oganizacion puede
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Selecciona las areas de valor
adecuadas

Una vez definido el nivel de ambicidn, identifique
sistematicamente las dreas de valor que se alineen
con sus objetivos y capacidades. Comience
explorando las aplicaciones transformadoras y
disruptivas de la IA:

o Las Aplicaciones Transformadoras mejoran y
optimizan las estructuras, procesos o productos
existentes. El objetivo es aumentar la eficiencia 'y
reducir los costos.

o Las Aplicaciones Disruptivas introducen cambios
fundamentales al permitir productos, mercados o
formas de operar completamente nuevos. Estas
innovaciones pueden desafiar o reemplazar los

El radar de Oportunidades IA

La viabilidad es una combinacién de:
« Viabilidad técnica

 Preparacion interna
e Preparacion externa

Operaciones Externas
Orientado al Cliente

1A
Cotidiana

IA

Revolucionaria

. Operaciones
IA Cotidiana Internas

son aplicaciones
transformadoras, mientras que
IA Revolucionaria

son aplicaciones disruptivas.

modelos de negocio existentes o
transformar industrias enteras.

Otra diferencia importante es sila IA se
utiliza internamente para mejorar los
procesos de negocio o externamente
para crear nuevos productos y
servicios:

e Las Aplicaciones Internas se
enfocan en mejorar la eficiencia
operativa, reducir costos o mejorar la
calidad de los procesos existentes.

» Las Aplicaciones Externas buscan
aprovechar la IA para desarrollar
nuevas ofertas que proporcionen una
ventaja competitiva.

Por ejemplo, una aplicacién
transformadora de IA externa

podria ser, el desarrollo de sistemas
personalizados de recomendacién
en una plataforma de comercio
electrdnico existente. Esto influiria en
la presentacion de los productos a
los clientes, sin salirse del modelo de
negocio establecido.

Una aplicacién disruptiva de |A

interna podria ser la automatizacion
completa de los flujos de trabajo
mediante innovaciones en logistica

y produccion, lo que transformaria
radicalmente la gestion de recursos. En
este caso, debe estar preparado para
una transformacién importante, tanto
internamente como en colaboracién
CON sus socios.

La firma de investigacion Gartner

ha desarrollado un Radar de
Oportunidades de IA que clasifica

las aplicaciones de IA segun dos
dimensiones: el nivel de impacto
(transformador vs. disruptivo) y si

la aplicacion es interna o externa.
Ademas, el radar evalla la dificultad
de implementacion de cada aplicacion,
considerando la complejidad técnica, la
disponibilidad interna y la madurez del
mercado.

¢Como su oganizacion puede
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https://emt.gartnerweb.com/ngw/globalassets/en/information-technology/images/infographics/ai-in-government-ai-opportunity-radar-populated-with-human-services-industry-use-cases.png

Las aplicaciones en el centro del circulo son faciles de implementar, mientras que las que

se encuentran mas alejadas son mas dificiles de realizar. Por ejemplo, automatizar tareas
administrativas manuales como la facturacion o la elaboracion de informes puede ser relativamente
sencillo y reportar beneficios en términos de ahorro de tiempo y reduccion del riesgo de errores.
Sin embargo, esto proporciona un valor estratégico limitado, ya que se centra principalmente en
optimizar los procesos existentes.

La personalizacion impulsada por las experiencias de los clientes en todos los canales digitales

es una aplicacién mas compleja. Requiere grandes volimenes de datos de alta calidad, modelos
avanzados de IA y un profundo conocimiento de las necesidades de los clientes. Estas soluciones
pueden proporcionar una ventaja competitiva significativa y generar nuevas fuentes de ingresos. Al
mismo tiempo, exige una planificacidn a largo plazo y recursos sustanciales para tener éxito, ya que
afectan a multiples procesos empresariales. Su organizacidén debe estar preparada para invertir una
cantidad significativa de tiempo y recursos, sin dejar de comprometerse a pesar de los retos y los
contratiempos.

El uso del modelo de radar para posicionar las aplicaciones de |A proporciona un marco
estructurado para evaluar donde y cdmo se crea mas valor con la IA.

iEXxperimenta y aprende!

Al definir su nivel de ambicion y priorizar las areas
de creacién de valor en consecuencia, establecera
el marco y la direccidn adecuados para la creacién
de valor impulsada por la IA. Dentro de estos
limites, debera explorar, desarrollar, probar y
aprender.

Teniendo en cuenta la ilusidn del laboratorio —

el fendmeno por el cual los buenos resultados

de las pruebas piloto a menudo fracasan en la
produccion—, es fundamental evitar repeticiones
excesivamente largas. Debe descubrir lo antes
posible cualquier complejidad inesperada y
cualquier problema relacionado con la mala calidad
de los datos.

fases anteriores: idea, concepto, disefio,
desarrollo, pruebas y lanzamiento.

Una forma eficaz de empezar es

crear un centro de competencia en IA
como eje de las iniciativas y nombrar

a un coordinador responsable de

dirigir y apoyar los proyectos en toda

la organizacidn. Esto proporciona
estructura y orientacion en las primeras
fases, al tiempo que garantiza que

las iniciativas de IA se ajusten a la
estrategia general de la empresa.

Esto significa probar nuevos enfoques de

IA a través de proyectos piloto, adoptar una
mentalidad de «fracaso rapido» que permita

un aprendizaje rapido, ofrecer funcionalidad en
muchos pequenos pasos (productos minimos
viables, o MVP) y automatizar todo el proceso,
desde el desarrollo hasta la implementacion. Por
ultimo, debe cerrar el ciclo para que la experiencia
adquirida en la produccion se retroalimente en las

¢Como su oganizacion puede

10} roguecion 1 2 e 3 4 5 6 7 8 9 10 15




iProfesionalizate y crece!

Su organizacién ha establecido sus primeras soluciones basadas en |IA. Ha obtenido
informacion sobre las fortalezas y debilidades de los diferentes tipos, la calidad de los datos de
su organizacién, lo que se necesita para gestionar y operar soluciones de manera eficaz. Ahora
lo que es mas importante, descubrir el iceberg: todo lo que se esconde bajo la superficie

ala hora de implementar la IA en un proceso empresarial y garantizar su mantenimiento y
desarrollo a largo plazo. Las soluciones de IA suelen tener una proporcion significativamente
alta en el costo del ciclo de vida tras su implementacion que otras soluciones de TI.

&

Desarrollar

Modelos de IA ?O%
Conexion a
F los datos
Desarrollar

Aplicaciones

ol

Desarrollo de
Competencias

o7

Cambios en
los procesos

<> Ao

1=
Adaptar la infraestructura Mejorar y
tecnologica a las nuevas reentrenar los
tecnologias Modelos de IA
B Dk
Calidad de @ Obstaculos
los datos Resistencia legales

organizacional
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Para seguir creciendo, hay que profesionalizarse y evolucionar:

L

=

(&

UiTR

Q)

<

Desarrollar un plan estratégico de IA - Garantizar que su uso se
ajuste a los objetivos y valores de su organizacion mediante un plan
agil y estratégico.

Establecer una sélida gobernanza de la IA - Ante el rapido ritmo de
los cambios tecnoldgicos, consolide la gobernanza de la IA en la alta
direccién para respaldar su estrategia.

Impulsar la innovacion en IA de forma sistematica — Explorar,
evaluar y priorizar las oportunidades de negocio basadas en |IA a
través de procesos de innovacion estructurados.

Construir una infraestructura de IA escalable — Se requiere grandes
cantidades de datos y potencia computacional, o que exige una
infraestructura técnica que permita el entrenamiento, la evaluacién y
la implementacion de modelos.

Proporcione datos de alta calidad y bien administrados - los
datos deben ser de alta calidad, estar bien documentados, ser
interfuncionables y accesibles. Aborde las preocupaciones éticas,
legales y de seguridad mediante una gestion integral de datos en la
que participen expertos en Tl, legales y del sector.

Implemente AlOps para la gestidn continua de la IA — mantenga
los modelos de IA actualizados con procesos sistematicos

para la integracién de datos, el entrenamiento de modelos, su
implementacion, la evaluacién del rendimiento y la supervision de la
seguridad.

Desarrollar competencias en IA en toda la organizacién — Contratar
especialistas en IA y garantizar una formacidn para los empleados,
posiblemente a través de un centro de competencias en IA.

Los siguientes capitulos trataran las cuestiones éticas, de gobernanza, riesgo, calidad

y consideraciones legales.

¢Como su oganizacion puede
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Consideraciones

Eticas

La IA ofrece importantes
oportunidades, pero también plantea
retos éticos. Los sistemas de IA no
son éticos ni antiéticos, solo reflejan
las decisiones tomadas por quienes
los disefian, entrenan e implementan.
Su organizacion debe garantizar que
la IA se utilice de forma responsable,
transparente y justa para promover la

e -

confianza, el cumplimiento normativo y

la creacion de valor sostenible.

(=)

La ética consiste en comprender y
abordar las implicaciones morales de
nuestras acciones. Al implementar la
IA en su organizacion, debe evaluar
las consecuencias éticas. ¢Se estan

utilizando sus sistemas de IA de acuerdo

con los valores fundamentales y los
principios morales de su empresa?

Pero, sa qué valores y principios nos
referimos? Incluyen los valores de
todas las personas que trabajan en la
organizacién y de aquellas afectadas
por ella. Se extienden a la sociedad, el
ecosistema, la industria o el mercado
en el que opera su organizacion.
Algunos principios éticos estan
explicitamente incorporados en leyes,
reglamentos y requisitos que deben
cumplirse, mientras que otros sirven
como principios subyacentes reflejados
en reglamentos, normas tacitas o
industriales.

Este capitulo ofrece una visién general
de los retos éticos mas importantes de
la IA. Le ayuda a identificar y gestionar
de forma sistematica las cuestiones
éticas para que, al utilizarla, genere
valor, al tiempo que se alinea con los
valores de su organizacién, respetando
los derechos y la integridad de las
personas.

El campo de la ética de la |A esta
evolucionando rapidamente y, con el
tiempo, surgirdn muchas preguntas

y retos nuevos. Debe mantenerse
informado sobre estos avances y
actualizar las directrices éticas de su
organizaciéon a medida que se disponga
de nuevos conocimientos.

10l introduccion 1 2 3 Consideraciones Eticas
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IA enfocada en el Ser Humano y Responsabilidad

El principio ético que se debe priorizar y revisar constantemente es el uso de la IA centrado
en el ser humano. La IA debe apoyar, no reemplazar, el juicio y la toma de decisiones humanas,
estas herramientas deben mejorar el conocimiento y la experiencia humana. Este principio

es especialmente crucial en procesos complejos de toma de decisiones. Los humanos siempre
deben tener la Ultima palabra en decisiones cruciales, especialmente cuando la IA influye en las
personas de maneras que pueden tener importantes consecuencias sociales o econdémicas.

La responsabilidad requiere definir claramente quién es responsable del uso de la IA y quién
toma las decisiones basadas en los sistemas. Su organizacién debe establecer funciones
claras y garantizar que personal calificado valide y apruebe las soluciones de IA antes de su
implementacion. También debe indicar claramente quién es el responsable legal si algo sale
mal. Deben existir mecanismos de supervisidon continua para garantizar que los sistemas de
IA funcionen segun lo previsto y cumplan las directrices éticas. A medida que evolucionen las
normativas relacionadas con la |A, esto sera ain mas importante.

Transparencia y entendimiento

Para generar confianza en los sistemas, todas las partes interesadas, incluidos: empleados,
clientes y responsables de la regulacién, deben comprender como se utilizalalAenla
organizacion y las decisiones que respalda. Esto se conoce como transparencia y se aplica
tanto al desarrollo como al funcionamiento de las soluciones de IA. La transparencia también
significa ser abierto sobre las medidas que se han tomado para garantizar que las decisiones
impulsadas por la IA sean confiables. Si su organizacién no puede lograr una transparencia
suficiente con respecto a cdmo y cuando se utiliza la IA, deberia considerar herramientas o
métodos alternativos.

Para lograr la transparencia, debes ser capaz de explicar cdmo los algoritmos llegan a sus
conclusiones. El entendimiento significa que debes ser capaz de explicar los resultados
generados por la IA de una manera que los humanos puedan comprender. Por ejemplo, si se
utiliza la IA para optimizar la experiencia del cliente, debe poder explicar por qué determinados
segmentos de clientes reciben recomendaciones o soluciones especificas.

Si un algoritmo sugiere una estrategia o decisién concreta, debe quedar claro qué informacién
ha utilizado y cdmo ha llegado a esa conclusidn. Sin embargo, si la explicacion es demasiado
compleja para que los seres humanos la comprendan, pierde su propdsito. Aunque cada paso
del célculo sea sencillo, si hay demasiados pasos, el resultado no sera comprensible. Una
explicacion excesivamente larga o compleja puede ser tan incomprensible como una caja negra.

El entendimiento permite a los responsables de la toma de decisiones evaluar las
recomendaciones generadas por la IA y anularlas si es necesario. Debe combinar la légica,

la ciencia cognitiva y la comprensidn de la psicologia para garantizar que la |IA proporcione
explicaciones técnicamente precisas pero comprensibles para los seres humanos. En Ultima
instancia, la transparencia y el entendimiento son fundamentales para generar confianza entre
quienes poseen, utilizan o se ven afectados por los sistemas de IA.
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Equidad y sesgo

La equidad es uno de los problemas éticos
relacionados con la lA. Los sistemas pueden
reforzar involuntariamente los sesgos
sociales existentes, ya que a menudo

se entrenan con datos que los reflejan.

Por ejemplo, un sistema de |IA que evalla
solicitudes de crédito podria discriminar por
motivos de género o etnia si los datos de
entrenamiento contienen sesgos de este tipo.

Por lo tanto, debe evaluar y ajustar sus
sistemas de IA para eliminar los sesgos

no deseados. Tenga en cuenta el término
«no deseados». Todas las bases de datos
contienen sesgos; estos patrones permiten
que los algoritmos funcionen al proporcionar
sefiales significativas. El reto consiste en
utilizar estas sefiales de forma constructiva,
evitando al mismo tiempo que los sesgos den
lugar a resultados injustos. Para lograrlo, es
necesario definir la igualdad, utilizando bases
de datos diversas, ajustando los algoritmos
durante la implementacion y estableciendo
mecanismos para detectar y corregir los
resultados sesgados.

Patrones obscuros
y manipulacion

Los patrones oscuros manipulan a los
usuarios para que tomen decisiones que
quiza no habrian tomado si hubieran
contado con toda la informacién. La IA
puede amplificar estas tacticas cuando
se utiliza para maximizar los beneficios
empresariales a corto plazo a expensas
de los intereses a largo plazo de los
usuarios. Por ejemplo, la fijacién dindmica
de precios basada en la IA puede
explotar los sesgos psicoldgicos para
empujar a los consumidores a pagar mas.

Su organizacion debe asegurarse de
que las soluciones de IA no manipulen ni
exploten a los usuarios, especialmente
alos grupos vulnerables. Dar prioridad

a la transparencia y entendimiento
ayudara a mitigar el riesgo de los
patrones oscuros.

Los patrones oscuros son ilegales segun
la Ley de IA de la UE y la Ley de Servicios
Digitales (DSA).
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Dependencia de la |IA

La IA puede convertirse en un problema si se integra en los procesos empresariales basicos sin
una evaluacién de los riesgos que puedan surgir a largo plazo. La IA es una herramienta valiosa
y precisamente por esto, hay que asegurarse de que la experiencia humana y el pensamiento
critico sigan siendo fundamentales. La dependencia excesiva de la |A, especialmente en la
toma de decisiones criticas, puede erosionar las habilidades empresariales y aumentar la
dependencia de los proveedores de tecnologia. Por ejemplo, si su empresa automatiza las
interacciones con los clientes mediante IA, debe asegurarse de que la interaccidon humana siga
estando disponible para los casos complejos o delicados.

También existe el riesgo de que la IA se integre tan profundamente en las operaciones
comerciales esenciales que la empresa no pueda funcionar sin ella. Si los sistemas de IA
dejaran de estar disponibles de forma repentina, debido a cambios en el modelo de precios
del proveedor, la interrupcion del servicio, la quiebra o cambios tecnolégicos importantes,
esto podria provocar graves perturbaciones operativas.

Las actualizaciones y los cambios tecnoldgicos también pueden requerir ajustes
organizacionales, lo que aumenta los costos y la necesidad de recursos. Para mitigar este
riesgo, es necesario evaluar la estabilidad a largo plazo de toda la cadena tecnoldgica y
desarrollar planes de contingencia para soluciones alternativas.

Impacto ambiental y climatico

El entrenamiento de grandes modelos de |A requiere un
consumo energético considerable, lo que aumenta la huella
de carbono de su organizacion. Por ejemplo en el caso

del aprendizaje automatico y el profundo, donde grandes
conjuntos de datos exigen una gran potencia computacional.

Para minimizar el impacto ambiental, utilice algoritmos
e infraestructura energéticamente eficientes. Optimizar
modelos para que consuman menos energia y aprovechar
los proveedores de nube comprometidos con las
energias renovables puede reducir las emisiones. Estos
esfuerzos deben alinearse con una estrategia mas amplia
de digitalizacién sostenible, que equilibre los avances
tecnoldgicos con la responsabilidad ambiental.

Si bien los modelos de IA tienen el mayor impacto
ambiental durante el desarrollo, el entrenamiento y la
fase inicial de produccion, su huella contintia a lo largo
de su ciclo de vida. Actualizar y adaptar los modelos a
medida que crecen los conjuntos de datos suele requerir
mas energia. La planificacidon a largo plazo del consumo
energético puede ayudar a reducir la huella de carbono
general de la lA.
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Jerarquias intencionales
y dilemas éticos

La adopcion de la IA suele presentar
dilemas éticos, que requieren un
equilibrio entre las oportunidades
tecnoldgicas y las consideraciones
éticas. Una jerarquia intencional es

un marco valioso para evaluar estos
desafios, ubicando las decisiones éticas
enh un espectro que abarca desde el
cumplimiento normativo basico hasta
compromisos mas profundos de valores
y principios éticos.

RN

En el nivel mas bajo, las organizaciones
se centran en evitar errores, cumplir

con las leyes y minimizar los riesgos
reputacionales. En niveles superiores,
las decisiones reflejan un compromiso
consciente con los valores y la
responsabilidad social. La aplicacion

de jerarquias intencionales ayuda a

su organizacion a evaluar los desafios
éticos desde multiples perspectivas

e identificar soluciones sostenibles

a largo plazo. Un enfoque centrado
Unicamente en el cumplimiento normativo
a menudo conduce a una mentalidad
reactiva, considerando la ética como una
obligacion en lugar de una oportunidad.
Por el contrario, el trabajo ético
sistematico fortalece la cultura interna y
mejora la reputacion externa.

e

I

Cuando nos enfrentamos a dilemas que
implican valores contradictorios, existen
diferentes enfoques que pueden ayudar
a encontrar soluciones. Un ejemplo
tipico es la tensidn entre la privacidad y
la necesidad de grandes conjuntos de
datos para entrenar modelos de IA. Una
jerarquia intencional puede guiar la
toma de decisiones al definir diferentes
niveles de respuesta:

Priorizacion - la solucion mas
sencilla, pero a menudo menos
ideal, es dar prioridad a un
valor sobre otro, por ejemplo,
anteponiendo la privacidad a
la disponibilidad de los datos o
viceversa.

Compromiso - un enfoque
intermedio que equilibre
valores contradictorios, aunque
puede dar lugar a resultados
suboptimos que no satisfacen
plenamente a ninguna de las
partes.

Reconciliacion — un enfoque
mas ambicioso busca reducir o
eliminar la contradiccion entre
valores. Por ejemplo, desarrollar
tecnologias que minimicen

la dependencia de datos de
identificacién personal.

Beneficio mutuo - el resultado
ideal se produce cuando ambas
partes se benefician. En el caso
de la privacidad y el acceso a
los datos, los datos obtenidos
mediante sintesis permiten
entrenar la IA al tiempo que
protegen la privacidad.

No todos los dilemas pueden
resolverse por completo, pero un
enfoque estructurado para la toma de
decisiones éticas y el uso consciente
de jerarquias intencionales pueden
ayudar a su organizacion a desarrollar
soluciones éticamente solidas y
tecnoldgicamente robustas. Esto,

a su vez, les permite mantener su
reputacion mientras aprovechan todo
el potencial de la IA.
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5[° Gobernanza,
Calidad y Riesgo

La IA tiene un impacto directo en la calidad y el riesgo. Su organizacion debe adaptar
sus procesos de gobernanza para tener en cuenta las caracteristicas unicas de lalA en

comparacion con las tecnologias tradicionales.

En este capitulo, describiremos como la IA afecta a la calidad y al riesgo y ofreceremos consejos
sobre qué hay que tener en cuenta a la hora de planificar la implementacion de la IA en su
organizacion. Para estructurar este debate, lo hemos integrado en un marco de GRC (gobernanza,
gestién de riesgos y cumplimiento), abordando especificamente como la IA afecta a los procesos
de gobernanza, la gestion de riesgos y el cumplimiento de las leyes, reglamentos y politicas.

Gobernanza

La IA desafia los procesos de gobernanza tradicionales
de multiples maneras. Una cuestion clave es que muchos
sistemas de |IA funcionan como «cajas negras», lo

que dificulta explicar cdmo los algoritmos llegan a sus
decisiones. Esto a menudo genera incertidumbre en
cuanto a la rendicién de cuentas y el apoyo a la toma

de decisiones cuando se utilizan soluciones de |A para
decisiones empresariales criticas.

Gestionar eficazmente la IA requiere un enfoque
estructurado que precise las responsabilidades y
establezca mecanismos de supervision garantizando la
coherencia con los objetivos éticos y organizacionales.
Esto comienza con una estrategia de gobernanza que
define quién es responsable de los sistemas de IA, cdmo
se supervisan y qué procesos garantizan la calidad, el
cumplimiento y la mejora continua. La estrategia debe
integrar la gobernanza de la IA en las estructuras y

los procesos de toma de decisiones mas amplios de

la organizacidn, garantizando que las soluciones se
desarrollen, implementen y utilicen de forma responsable
y transparente.

Responsabilidad
y Transparencia

\

Si un banco utiliza la

IA para la evaluacion
crediticia, debe indicarse
claramente que se esta
utilizando la IA y quién es
responsable de supervisar
el rendimiento del
algoritmo, gestionar los
errores y garantizar que
las decisiones se ajusten
a las normas establecidas.

Si el sistema de IA toma
una decision injusta

o discriminatoria,
deben establecerse
mecanismos para
detectarla y corregirla.
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Monitoreo y Auditorias
constantes

Lineamientos éticos y sesgos

Un modelo de
reclutamiento
puede
favorecer
indirectamente
a un grupo
demografico
debido a datos
historicamente desequilibrados,
incluso si el modelo no tiene
acceso directo a los datos que
distinguen a estos grupos. Esto
se conoce como efecto proxy.

Los sesgos puede generar
problemas éticos, y las
organizaciones deben monitorear
estos riesgos mediante auditorias
periddicas para prevenir su
ilegalidad o indeseabilidad.

Un proveedor de seguros que
utilice IA para la evaluacion

de riesgos descubrira que el
algoritmo pierde precision con

el tiempo, a medida que las
condiciones del mercado o el
comportamiento del cliente se
alejan de los datos con los que se
entrend el modelo.

Por lo tanto, la empresa debe
contar con sistemas para realizar
auditorias periédicas y ajustes a
los modelos para mantener un alto
rendimiento.

it

Para implementar la estrategia de gobernanza
de la |A, es necesario establecer estructuras
de gobernanza con esta finalidad. Ademas de
procedimientos, roles y responsabilidades
claras, esto puede incluir un comité de ética
de lalA o una junta de gobernanza encargada
de supervisar las iniciativas de IA en toda

la organizacion. Estos organismos deben
garantizar que el uso de la IA cumpla con las
politicas internas, los estandares éticos y los
requisitos regulatorios.

Una gobernanza eficaz depende de la
definicion clara de responsabilidades en toda
la organizacidn. ;Quién es responsable de la
estrategia general de |A? ;Quién supervisa las
soluciones tecnolégicas? ;Quién garantiza que
las soluciones de IA se alineen con los objetivos
éticos y estratégicos de la organizacién? Una
divisién clara de responsabilidades garantiza
que todas las partes interesadas (equipos
técnicos, liderazgo y unidades de negocio)
comprendan su papel en la gobernanza de los
sistemas de IA.

Una gobernanza eficaz de la IA incluye una
gestién de calidad estructurada con directrices
y procedimientos internos claros.

Otro aspecto de la gestion de calidad de

la IA es establecer métodos para validar

y probar los modelos de IA antes de su
implementacion, durante las actualizaciones
y mediante evaluaciones de calidad continuas
en las operaciones diarias. Garantizar

datos de entrenamiento de alta calidad es
esencial, desde el desarrollo inicial como en el
reentrenamiento posterior. La gobernanza de la
IA también debe incluir medidas para mantener
la calidad de los datos de entrada utilizados

en produccioén. Las organizaciones pueden
fortalecer la gobernanza de la IA mediante

el uso de entornos de simulacién, validacion
cruzada y proyectos piloto para probar los
modelos antes de su implementacién a gran
escala.
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Gestion de riesgos

A diferencia de los sistemas de Tl tradicionales,
las soluciones de IA son mas dinamicasy, a
menudo, dificiles de predecir, lo que dificulta

la gestion de riesgos. Estos riesgos incluyen
amenazas tecnoldgicas, como ciberataques a
sistemas de IA, y riesgos empresariales y éticos
que surgen cuando los sistemas de IA toman
decisiones incorrectas.

Antes de implementar soluciones de IA, las
empresas deben realizar evaluaciones de riesgos
examinando las superficies de ataque, los
errores algoritmicos imprevistos y los problemas
relacionados con el uso de datos y la toma de
decisiones.

También debe evaluar la solidez, es decir, cémo
la solucion de |A gestiona eventos inesperados.
Esto incluye influencias externas como fallos
tecnoldgicos o cambios en las condiciones de
los datos. Una solucién robusta debe adaptarse
a estas situaciones y mantener su funcionalidad
o minimo garantizar un apagado controlado de
las funciones en eventos criticos como desastres
naturales o incendios.

También debe tener en cuenta y como sefiala
Inga Striimke en su libro Maskiner som tenker
(Maquinas Pensantes), que los proveedores de
soluciones de IA pueden potencialmente insertar
un numero ilimitado de puertas traseras que los
clientes no pueden detectar. Por lo tanto, debe
evaluar cuidadosamente los riesgos asociados
con los datos antes de agregar informacion
confidencial a una solucion de IA.

Los riesgos operativos son una parte crucial
de esta evaluacion. Los sistemas de IA pueden
fallar de forma inesperada, y los fallos de los
modelos pueden tener graves consecuencias,
especialmente cuando se utilizan en procesos
criticos. Recomendamos crear escenarios para

explorar como podrian comportarse los modelos de

IA en diferentes condiciones y planificar posibles
escenarios de fallo.

Riesgo Operativo A
como resultado de la (V]
dependenciade lalA

Una solucién de IA que
supervisa el riesgo
financiero en tiempo real
puede empezar a realizar
evaluaciones incorrectas si
se encuentra con nuevos
patrones fuera de sus
datos de entrenamiento.

Si la organizacion carece
de controles manuales o
procesos alternativos de
toma de decisiones, esto
podria tener consecuencias
significativas.

Para gestionar el riesgo
operativo en el uso de la |A,
es necesario implementar
mecanismos de control
para detectar errores y
medidas de contingencia —
procedimientos alternativos
— para garantizar que los
procesos empresariales no
se paralicen.

En primer lugar, debe evaluar los
riesgos asociados al modelo de IA,
incluida la seguridad de los datos
de entrenamiento y la resistencia
frente a ataques como la inversion
de modelos y la alteracion de datos.
Para ello, es necesario comprender
bien cémo funcionan los modelos
de IA y ser capaz de identificar
posibles vulnerabilidades. Adema3s,
debe supervisar continuamente

el rendimiento del modelo para
mantener su funcionalidad, incluso
cuando surjan nuevos patrones de
datos o tendencias de mercado.
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Para mitigar estos riesgos, implemente
mecanismos de control que monitoreen
los sistemas de IA en tiempo real y
detecten desviaciones en el rendimiento
del modelo o los datos. Estos mecanismos
pueden incluir alertas automaticas si un
modelo produce resultados inesperados.
Esto reduce el riesgo de que decisiones
erréneas afecten las operaciones o la
reputacién de la organizacién. Monitorear
también garantiza que los humanos
puedan revisar decisiones cruciales
cuando sea necesario.

Ataques de inversion de modelos

Mediante ataques de
inversion de modelos,

los atacantes pueden
reconstruir informacion
confidencial consultando
un modelo de IA
entrenado. Esto es
especialmente peligroso para las soluciones
de IA que gestionan datos personales, como
informacion de salud o financiera.

La dependencia de proveedores externos de tecnologia de IA también tiene riesgos. Al utilizar
servicios o modelos externos de A, las empresas deben evaluar la seguridad, la credibilidad
y el cumplimiento de las normativas pertinentes. Es fundamental realizar evaluaciones
exhaustivas de los proveedores externos y establecer acuerdos claros que protejan los

intereses y los datos de la organizacién.

Las organizaciones deben establecer procesos de supervisidn especificos para cada
proveedor para abordar estos desafios, supervisar el rendimiento de los modelos externos de
IA y garantizar la conformidad con los requisitos operativos. Esto ayuda a detectar posibles
fallos de inmediato y reduce la dependencia de proveedores sin las medidas de seguridad

adecuadas.

Los riesgos legales deben ser considerados. El uso irresponsable de la IA puede dar lugar
a infracciones de leyes y regulaciones, como violaciones de la privacidad, vulneraciones de
derechos de propiedad intelectual o discriminacion. Ademas, las regulaciones de IA exigen
cada vez mas que las empresas evallen, gestionen y mitiguen sistematicamente los riesgos
relacionados con la tecnologia. Por lo tanto, debe asegurarse de que sus sistemas de IA
cumplan con la legislaciéon aplicable y de que existan procedimientos para abordar posibles
desafios legales. Analizaremos esto con mas detalle en el siguiente capitulo.

Sistema automatizado de compra de viviendas de Zillow

Zillow desarrollé un sistema automatizado para la compra de

A
N

casas basado en su modelo Zestimate, que utilizaba IA para
estimar los valores de las propiedades.

Cuando la pandemia de COVID-19 provocd fluctuaciones significativas en el mercado
inmobiliario, se produjo un evento inesperado, algo para lo que el modelo no estaba

entrenado. El sistema carecia de mecanismos para detectar anomalias, lo que provoco

que Zillow siguiera comprando viviendas a precios inflados. Esto generd pérdidas

financieras y, finalmente, condujo a la decisién de descontinuar el programa.
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Ademas de los controles técnicos,

las empresas deben desarrollar un

plan de contingencia para gestionar

los riesgos operativos asociados a la
dependencia de la IA. Este puede incluir
el establecimiento de procedimientos
manuales y sistemas de emergencia
que puedan tomar el control si la
solucion. Las organizaciones deben
estar preparadas para que los modelos
de IA pierdan precision con el tiempo y
requieran actualizaciones frecuentes,
especialmente en entornos dinamicos,
como la prediccion del comportamiento
del usuario o las tendencias del mercado.

Como se menciond anteriormente,
también es fundamental abordar los
riesgos relacionados con la calidad de
los datos. Los sistemas de IA dependen
de grandes cantidades de datos para
funcionar de manera eficaz, y una mala
calidad puede dar lugar a resultados
inexactos o sesgados. Las empresas
deben implementar practicas eficaces
de gestion para garantizar que los datos
de entrenamiento sean representativos,
precisos y libres de sesgos. Las auditorias
periédicas de los datos y los modelos
ayudan a mantener una alta calidad y
confiabilidad en los sistemas de IA.

Los sistemas de IA pueden presentar
riesgos de reputacion significativos. Las
decisiones incorrectas o discriminatorias
tomadas por un modelo de IA pueden
atraer rapidamente la atencién negativa
de los medios y dafar la confianza de su
organizacién entre clientes y socios. Por lo
tanto, debe integrar esta amenaza en su
estrategia general de gestion de riesgos
para abordarlo. Esto incluye estrategias
de comunicacion claras para responder
si los sistemas de IA producen errores o
generan resultados controvertidos.

Resultados algoritmicos

impredecibles y riesgo reputacional

Los sistemas de IA son complejos, lo
que puede dar lugar a situaciones en
las que los algoritmos toman decisiones
que parecen impredecibles o ildgicas
para los usuarios. Incluso si estas
decisiones se basan en los datos, estos
resultados pueden suponer un riesgo
para la reputacién de la organizacién,
especialmente si se perciben como
discriminatorios.

Para gestionarlo es necesario
implementar pruebas automatizadas
exhaustivas y limites de seguridad
para detectar y abordar situaciones
andémalas.

Cumplimiento

La IA presenta nuevos desafios de
cumplimiento normativo a medida que
las empresas adoptan estos sistemas.
Garantizar que funcione dentro de los
marcos legales requiere una estrategia
de cumplimiento que integre tecnologia,
gobernanza y consideraciones legales.

Desarrolle procedimientos sélidos para
supervisar, documentar y evaluar las
decisiones de IA y el uso de datos. Las
auditorias y los reportes periédicos
ayudan a demostrar el cumplimiento
normativo mitigando riesgos legales.

Aproveche la tecnologia para mejorar

el cumplimiento normativo, como
herramientas para supervisar la toma de
decisiones de |IA, anonimato de datos o
automatizar auditorias para supervisar
sistemas de IA complejos.
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La colaboracidn con expertos legales y autoridades reguladoras le ayuda a mantenerse
informado sobre las novedades juridicas y le proporciona orientacién sobre las mejores
practicas para cumplir con los requisitos de cumplimiento. Esto puede incluir la
participacién en foros del sector, grupos de trabajo o programas de certificacién sobre el
uso responsable de la IA.

El cumplimiento no se trata solo de evitar multas y sanciones, sino también de generar
confianza con clientes, socios y organismos reguladores. Las regulaciones tecnoldgicas

suelen basarse en principios éticos fundamentales, transparencia y rendicion de cuentas.

El objetivo debe ser garantizar que su organizacién utilice la IA de forma segura y
responsable, con procesos sostenibles que se ajusten a los valores internos y requisitos
externos. El cumplimiento se vuelve mas facil de gestionar al alinearse con estos
principios manteniendo un sistema eficaz de supervision y mejora continua.

Uso de datos personales en el
entrenamiento de IA

Si un modelo de IA se entrena con datos
personales sin consentimiento o si estos no
pueden eliminarse a peticién del usuario, podria
infringir el RGPD. Por lo tanto, los sistemas de
IA deben desarrollarse e implementarse con
mecanismos integrados que permitan a los

usuarios ejercer sus derechos, como el derecho
de acceso y el derecho al olvido o supresion.

Para cumplir con el RGPD, las organizaciones deben contar con procesos
transparentes que regulen el manejo de los datos personales por parte de los
modelos de IA, incluyendo el anonimato y proteccion. Profundizaremos en el
siguiente capitulo.
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@ Comprender las
Obligaciones.legales del
usodelalAen Europ‘gv.._-..

Laregulacion delalA,comolalLeydelA,
supone un cambio fundamental en su
gobernanza. Sin embargo, las empresas
deben tener presentes los marcos legales
vigentes que rigen su implementacion

en materia de proteccion de datos,
administracion publica, lucha contrala
discriminacion, derechos del consumidor
y responsabilidad civil siguen siendo
igualmente importantes, y cada uno de
ellos ya se aplicaalalA.

Comprender la legislacién sobre IA

en Europa no es tarea féacil, pero se
puede decir mucho sobre los principios
generales a pesar de las diferencias en
las legislaciones nacionales. Si bien las
regulaciones de la UE se implementan con
variaciones nacionales, a pesar del Brexit
y de los paises fuera de la UE, Europa
comparte una tradicion juridica comun
gue sigue principios similares en muchos
ambitos.

Estos principios generales y similitudes se

abordaran en los proximos capitulos de esta

guia. Ademas, en los capitulos anteriores
se describieron enfoques para el uso
responsable, seguro y ético de la IA que
también se alinean con los fundamentos
generales para la implementacion legal de
la IA en Europa.

Como punto de partida general, las
organizaciones deben adherirse a las
mismas normas regulatorias y requisitos de
cumplimiento que rigen el trabajo manual
tradicional y las TI. Las leyes y regulaciones
vigentes siguen siendo plenamente
aplicables, pero presentan desafios legales
para adaptarse a las nuevas capacidades
tecnoldgicas..

Guia de documentos O\

Esta guia aborda los marcos juridicos
generales de la UE para la IA. Las
implementaciones locales pueden
variar, por lo que las organizaciones
deben consultar con profesionales
juridicos calificados que conozcan

la normativa especifica aplicable en
su jurisdiccion antes de implementar
y utilizar sistemas de IA. La
informacion proporcionada en esta
guia es general y no representa
asesoramiento juridico.

Comprender las Obligaciones legales
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Si bien las aplicaciones pueden variar, varios marcos regulatorios merecen especial atencién
debido a los riesgos especificos relacionados con la IA. Los derechos humanos siguen
siendo la base de numerosas directrices que rigen el uso de la IA, al igual que en otros
contextos. Las leyes de secreto profesional y confidencialidad son particularmente
criticas, ya que los sistemas de IA pueden exponer inadvertidamente informacion sensible
mediante el reconocimiento de patrones o resultados no deseados. En el sector publico,
los principios de derecho administrativo que rigen la toma de decisiones justa se enfrentan
a nuevos desafios cuando los algoritmos toman o respaldan determinaciones que afectan
los derechos individuales. La legislacidn contra la discriminacion es cada vez mas relevante,
ya que los sistemas de IA pueden perpetuar o amplificar los sesgos presentes en los datos
de entrenamiento, lo que podria generar impactos dispares e ilicitos sin una justificacion
transparente.

Las iniciativas regulatorias digitales de la UE

En los ultimos afios, la UE ha introducido
importantes regulaciones tecnoldgicas, incluido el
RGPD y la Ley de IA, que establecen estandares
para la proteccion de datos, la transparencia de la IA
y la rendicién de cuentas.

En 2025, la agenda regulatoria de la UE contintia
evolucionando, con la Comision Europea impulsando iniciativas en materia de
sostenibilidad, finanzas, ciberseguridad y regulacion digital.

Cabe destacar que algunas propuestas anteriores se han retirado o reconsiderado.

La Directiva sobre Responsabilidad de la IA se ha descartado debido a la falta de un
acuerdo previsible sobre la regulacion. De igual manera, las actualizaciones propuestas
a las regulaciones de privacidad en linea para los servicios de mensajeria se han
estancado. La prioridad se ha centrado en implementar las regulaciones existentes y
perfeccionar los marcos antiguos para las tecnologias emergentes, la ciberseguridad y

la gobernanza de la IA. Las dreas de enfoque actuales incluyen la creacién de guias de
apoyo a la Ley de IA, la actualizacion de la Ley de Ciberresiliencia y la implementacion de
garantias financieras a través de la Ley de Resiliencia Operativa Digital (DORA).

Si bien el proceso regulatorio de la UE sigue siendo metddico, en 2025 se produciran
avances continuos en gobernanza digital, junto con esfuerzos para optimizar el
cumplimiento normativo en todos los marcos regulatorios. Las partes interesadas
deben prepararse para los nuevos requisitos especificos del sector como para la
implementacion de leyes previamente adoptadas a medida que se desarrollen los
mecanismos de cumplimiento.

Comprender las Obligaciones legales
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Las normas de responsabilidad en toda Europa también siguen principios similares.
Las empresas que utilizan IA son las principales responsables de prevenir estos dafios
mediante procedimientos exhaustivos de evaluacion de riesgos y protocolos de prueba
exhaustivos. Sin embargo, esto experimentara algunos cambios a medida que la Ley
de IA se implemente plenamente en los paises de la UE, creando responsabilidades
escalonadas segun los niveles de riesgo.

Este cambio probablemente significara que las empresas deberan esperar requisitos
de certificacién similares al marcado CE antes de implementar sistemas de IA de
alto riesgo. Este panorama requiere un enfoque proactivo tanto para el cumplimiento
normativo actual como para la anticipacién de los requisitos emergentes.

Para navegar por este panorama de transformacion, tanto en términos de
responsabilidad como en otras areas legales, las empresas deben:

Integrar la supervision legal en el desarrollo de la IA desde el principio.

Asegurese de cumplir con las regulaciones existentes mientras se

O
@ prepara para las regulaciones futuras.

{8}: Establecer marcos de gobernanza para dar seguimiento a los cambios
regulatorios.

Q
@ Adoptar modelos de IA transparentes y comprensibles para alinearse
con los principios de equidad y responsabilidad.

N W Documentar evaluaciones de riesgos y estrategias de mitigacion para
escenarios de responsabilidad general como de productos.

@ Manténgase informado sobre las regulaciones especificas del sector
que pueden aplicarse a sus aplicaciones de |A.

Una empresa que aborda estos desafios de forma proactiva no solo reduce el riesgo,
sino que también fortalece su posicién como lider responsable e innovador en los
mercados impulsados por la IA.

Comprender las Obligaciones legales
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@ Ley de 1A
> *’

LaLey de IA es el nuevo

marco legal de la UE Riesgo Inaceptable

Violacion de los
derechos y valores
fundamentales de la
para promover el uso UE. Prohibicion.

Impacto en la salud, la
seguridad o los derechos
fundamentales. Evaluacion de
la conformidad, seguimiento

poscomercializacion, etc...

seguro y responsable de

la inteligencia artificial. .

. - Riesgo Alto
Tiene como objetivo

equilibrar la necesidad

de innovacion con la

de proteger contra el
mal uso de la IA. Esto
se hace a través de dos
enfoques principales:
riesgo y funciones.

La Ley de lA es una
regulacién basada en el

riesgo. Esto significa, que

las normas aplicables
varian en funcién de la

clasificacién de riesgo del

sistema de IA.

Riesgos de suplantacion de
Riesqo de ideptidad, manipulacion o
9 engafo (chatbots, deepfakes,
transparencia contenido generado por IA).
Obligacion de informacion y
transparencia.

Sistemas de IA

. comunes, por ejemplo,
Riesgo filtros de spam,
minimo sistemas de

recomendacion.

Sistemas de Inteligencia Artificial pendacle
Regulacion sin riesgo.

Modelos de IA de propdsito general (GPAI)

Modelos GPAI: requisitos de transparencia
GPAI con riesgo sistémico: requisitos de transparencia,
evaluacion de riesgos y mitigacion de riesgos

La Ley de IA prohibe los sistemas que se consideren un riesgo inaceptable. Esto incluye, por

ejemplo, la IA utilizada para manipular o engafiar deliberadamente a las personas, los sistemas

de "calificacion social" o los sistemas utilizados para evaluar la probabilidad de que una persona

cometa un acto delictivo basdndose Unicamente en la elaboracion de perfiles. La gran mayoria
de los sistemas de IA no estaran prohibidos por la ley y muchos plantean un riesgo minimo y no

tienen requisitos especiales en virtud de la ley. Esto se aplica, por ejemplo, a los filtros de spam vy
a los sistemas de recomendacién.
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Las normas para sistemas de
alto riesgo son especialmente
importantes. Estos sistemas
estan permitidos, pero

deben cumplir con requisitos
especificos de cumplimiento

y seguridad. Ya que dependen
de su funcién en relacion con el
sistema.

El articulo 6 de la Ley de IA
define dos formas principales de
clasificar un sistema de IA como
de alto riesgo:

« La primera forma es cuando
el sistema de |IA es, o esta
integrado en, un producto
que ya cumple con la
legislacion de seguridad
de productos de la UE. Esto
se aplica a productos cuya
seguridad es fundamental,
como juguetes infantiles,
ascensores y equipos de
proteccién —véase Anexo | de
la Ley de IA.

+ La segunda forma es cuando
el sistema de IA se utiliza
para los fines mencionados
en el Anexo lll de la Ley de
IA. Si su sistema de IA se
utiliza para alguno de estos
fines, generalmente se
considerara de alto riesgo. El
factor comun es que pueden
afectar directamente la vida y
la seguridad de las personas,
los errores o sesgos pueden
afectar significativamente los
derechos fundamentales, la
seguridad publica o el trato
justo.

m

Ejemplos de sistemas avanzados
enlalLeydelA

Biometria: Sistemas para la identificacién
biométrica, la categorizacion biométrica
basada en caracteristicas sensibles y el
reconocimiento de emociones.

Infraestructura critica: Sistemas
utilizados como componentes de
seguridad en la infraestructura
digital critica y el suministro de agua,
electricidad, gas y calefaccion.

Educacion: Sistemas utilizados para
evaluaciones de admision, resultados
de aprendizaje, niveles educativos y
seguimiento durante los examenes.

Empleo y contratacidn: Sistemas
utilizados para el reclutamiento, toma de
decisiones de contratacion, evaluacion
de desempefio y el comportamiento de
los empleados.

Servicios de bienestar: Sistemas
utilizados para evaluar la elegibilidad de
servicios publicos, solvencia crediticia y
seguros médicos.

Aplicacion de la ley: Sistemas utilizados
para evaluar el riesgo de delincuencia, la
deteccion de mentiras y la evaluacion de
pruebas en las investigaciones.

Inmigracion y control de fronteras:
Sistemas utilizados para evaluaciones
de seguridad, solicitudes de asilo e
identificacién en el control fronterizo.

Justicia y democracia: Sistemas
utilizados para el procesamiento
de casos legales e influencia en los
resultados electorales y la votacién.
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En cuanto a sistemas de IA de alto riesgo, ya existen varios en uso. Algunos ejemplos son:

Uso de IA para evaluar

a

los estudiantes en las

escuelas

Turnitin Gradescope: Una
herramienta basada en IA
para evaluar y proporcionar
retroalimentacién sobre las
tareas de los estudiantes. El
sistema utiliza aprendizaje
automatico para analizar las
respuestas, detectar posibles
plagios y ayudar con la
calificacién segun criterios
predefinidos. La herramienta
esta diseflada para agilizar el
proceso de calificacion para
los docentes, pero también
plantea dudas sobre la
imparcialidad y la precision
de las evaluaciones de

estudiantes basadas en IA.

policial especifica

Palantir Gotham: Ofrece una plataforma basada
en |A que las fuerzas del orden utilizan para el
andlisis predictivo de datos y la inteligencia. El
sistema integra grandes cantidades de datos
de diversas fuentes para identificar patrones
relacionados con la actividad delictiva. Si bien
la herramienta puede mejorar la eficiencia
policial, también ha recibido criticas por posibles
violaciones de la privacidad y el riesgo de
reforzar los sesgos existentes en el sistema
judicial. Las autoridades aduaneras noruegas
utilizan Palantir para identificar a posibles
contrabandistas mediante métodos que van
desde el reconocimiento de matriculas hasta

el andlisis de redes sociales. En 2016, la policia
noruega firmé un contrato con Palantir, pero

el proyecto se detuvo en 2020 antes de su
implementacion. En ambos casos, la Autoridad
de Proteccién de Datos de Noruega expresd

su preocupacion. De igual manera, la policia
alemana ha recibido criticas por utilizar el
sistema, principalmente debido al riesgo de que
personas inocentes se vean involucradas en las
investigaciones.

@ Uso de IA como componente de seguridad en la
gestion de infraestructuras criticas

Manejo del trafico impulsada por IA en Verona: En Porta Nuova, una importante interseccién

vial de Verona, la ciudad esta probando un sistema de sensores inteligentes que utiliza

inteligencia artificial para analizar datos de trafico en tiempo real. El sistema combina radares

y cdmaras para clasificar vehiculos, medir la velocidad y detectar infracciones de trafico. Los

datos facilitan la gestion del trafico, como la regulacion de los semaforos. Si bien esto puede

mejorar la fluidez del trafico y reducir las emisiones, plantea inquietudes sobre la seguridad

de los datos y el posible uso indebido de la informacién recopilada.

Uso de la IA para la vigilancia

A
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Para determinar si su sistema de IA se considera de alto riesgo, debe comprobar si

SuU uso previsto se ajusta a alguna de las descripciones del Anexo lll. Sin embargo,
incluso si su sistema de IA se utiliza de la forma descrita en el Anexo lll, no se clasifica
automaticamente como de alto riesgo. Existen excepciones a esta regla general. Su
sistema no se considera de alto riesgo si puede documentar que:

» Realiza tareas sencillas y repetitivas con un margen de error muy bajo.
o Garantiza el control de calidad del trabajo realizado por personas.
o |dentifica patrones sin sustituir ni influir en el juicio humano.

 Solo prepara la base para una evaluacién mencionada en el Anexo lIl.

Roles del operador en la
Ley de IA

Roles del operador definidos

La Ley de IA asigna responsabilidades y
obligaciones segun el rol especifico de

@ Ha desarrollado
el sistemao lo

comercializa
como propio

cada organizacién en relacién con un
sistema de IA. Estos roles determinan

Proveedor

las medidas que la organizacion debe

implementar para cumplir con la O B cocior
normativa. Por ejemplo: F\@ i = =ionado
la responsabilidad
del cumplimiento
Representante
« Se le considera proveedor si ha autorizado

desarrollado una herramienta de
reclutamiento basada en IAy la ha o

comercializado o puesto en servicio jiibuyes
el sistema de IA

bajo su propio nombre. Esto significa delotra persona
que es responsable de la clasificacion

de riesgos y la documentacion técnica.
Eres parte de la
cadena de valor

en la distribucion
de lA

» Se le considera implementador si
utiliza una herramienta de IA para
analizar datos de clientes. Esto significa Distribuidor
que tiene ciertas obligaciones de
supervision, implementa medidas de
gestidn de riesgos y garantiza que los Utilizas el sistema

. . . delA
empleados o usuarios finales reciban la

Implementador

informacién necesaria sobre el sistema.

AN
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Modelos Generales — GPAI

Como se menciond anteriormente, han
surgido numerosos modelos de IA capaces
de realizar una amplia gama de tareas.
Estos se conocen como IA de propésito
general (GPAI). Estas soluciones se
entrenan con grandes cantidades de datos
diversos y pueden gestionar multiples
tareas. Pueden utilizarse directamente

o integrarse en otros sistemas de IA. Por
ejemplo modelos de lenguaje de gran
tamaiio como ChatGPT de OpenAl. Otros
modelos GPAI pueden procesar imagenes,
audio o datos cientificos.

La Ley de IA incluye un capitulo especifico con normas especificas para la GPAI.
Segun la Ley, un modelo GPAI se define como un modelo de |IA entrenado con
grandes cantidades de datos mediante autosupervision a escala, capaz de realizar
de forma competente una amplia gama de tareas distintas e integrable en diversos
sistemas o aplicaciones posteriores. Los modelos con al menos mil millones de
parametros entrenados con grandes conjuntos de datos generalmente cumplen este
criterio.

Si implementa un modelo GPAI, debe seguir las normas estandar de la Ley de IA en
funcién de cdmo lo utilice y el nivel de riesgo que implique. Sin embargo, se aplican
regulaciones especificas si comercializa o desarrolla un modelo GPAI.

Los modelos GPAI estan sujetos a un enfoque basado en el riesgo. Los modelos

que son especialmente capaces o tienen un impacto social significativo pueden
clasificarse como modelos con riesgo sistémico. El riesgo sistémico en los modelos
GPAI surge cuando un modelo se encuentra entre los mas avanzados, como

los que requieren al menos 102° FLOPs (operaciones de punto flotante) para su
entrenamiento, un proceso que actualmente cuesta millones de euros, o cuando
tiene un impacto social equivalente debido a su escalabilidad, alcance o potencial de
dafio significativo. Estos modelos estan sujetos a requisitos mas estrictos, entre los
gue se incluyen:

+ Documentar como funciona el modelo y sus limitaciones
« Divulgar los datos utilizados para el entrenamiento
« Garantizar el cumplimiento de las leyes de derechos de autor.

Para el 9 de abril de 2025, el Cédigo de practicas de IA de uso general de la UE
proporcionara orientacion detallada para ayudar a los proveedores de modelos GPAI
a cumplir con sus obligaciones en virtud de la Ley de IA, en particular en lo que
respecta a la transparencia, los derechos de autor y la mitigacién de riesgos.

A
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Aprobacion de la Ley de IA Entorno de pruebas ®

regulatorio <

El Parlamento Europeo adoptd formalmente la Ley

de IA a mitad de 2024 y entro en vigor el 1 de agosto Un entorno de pruebas regulatorio
de 2024. En los Estados miembros de la UE, sus es un entorno controlado donde las
disposiciones se aplicaran gradualmente a lo largo empresas pueden desarrollar, probar
de varios afios: y validar sistemas innovadores de IA

bajo la supervision de las autoridades
competentes. Este enfoque busca
fomentar la innovacion, garantizando
al mismo tiempo el cumplimiento de
las leyes y regulaciones aplicables.

» 2 de febrero de 2025 - Entra en vigor la prohibicién
de las practicas de IA no permitidas, como la
puntuacion social, las técnicas de manipulacion,
ciertos sistemas de identificacién biométrica y los

requisitos de alfabetizacién en IA.
De conformidad con el articulo 57 de

la Ley de Inteligencia Artificial (Ley de
IA) de la Unién Europea, los Estados
miembros deben establecer al menos
un entorno de pruebas regulatorio

de IA, que deberd estar operativo en
agosto de 2026. Estos entornos de

» 2 de agosto de 2025 - Se vuelven aplicables los
marcos de gobernanza y supervision, incluida
la designacién de Oficinas de IA por parte de
los Estados miembros y las obligaciones de los
proveedores de modelos de |IA de propdsito general
(GPAI) y disposiciones sobre sanciones.

» 2 de agosto de 2026 - Fecha de entrada en vigor pruebas proporcionan un marco para
principal, en la que entraran en efecto la mayoria de la colaboracién entre desarrolladores
las disposiciones de la Ley de IA, en particular las de IA y organismos reguladores,
que regulan los sistemas de IA de alto riesgo. Los facilitando la implementacion segura y
Estados miembros deberan tener en funcionamiento ética de las tecnologias de IA.
al menos un entorno de pruebas regulatorio para la
IA en esa fecha. Algunos paises ya han puesto en

* 2 de agosto de 2027 - Fecha para la total aplicacion marcha este tipo de programas por
de los sistemas de IA de alto riesgo integrados en ejemplo, la Autoridad de Proteccion
productos regulados por otras normas de la UE, de Datos de Noruega (Datatilsynet)
como los productos médicos, los juguetes y la 2 e e S e Gl [ s B
maquinaria. regulatorio desde 2020, centrado

en soluciones de IA que mejoran
la privacidad. Esta iniciativa ofrece
orientacion gratuita a empresas
seleccionadas, promoviendo

el desarrollo de sistemas de 1A
responsables y compatibles.

La Ley de IA también se incorporara al Acuerdo EEE,

lo que garantizara su aplicacién en Noruega, Islandia

y Liechtenstein. El calendario para su incorporacion
depende del proceso de decisién del Comité Mixto del
EEE y de la posterior aplicacion nacional. Cada pais del
EEE debe establecer las estructuras administrativas
necesarias para ajustarse a las disposiciones de la Ley
de IA. El lapso de tiempo entre la aplicacién de la UE

y la incorporacion al EEE significa que la aplicacién en
estos paises se retrasara con respecto al calendario
de la UE.

Si bien estan surgiendo iniciativas
similares en otros Estados miembros
de la UE, la implementacion y el
alcance de los entornos de pruebas
regulatorios de IA varian segun el pais.

Cada pais del EEE debe establecer las estructuras
administrativas necesarias para ajustarse a las
disposiciones de la Ley de IA.
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Impacto en el Reino Unido y Suiza

Desde su salida de la UE, el Reino Unido ha adoptado un enfoque diferente
para la regulacion de la IA. El gobierno britanico ha decidido no introducir

una regulacion general de lalA, como la Ley de IA, sino basarse en un marco
sectorial que emite directrices especificas para cada ambito. Sin embargo, las
empresas britanicas que comercializan sistemas de IA en el mercado de la UE o
los utilizan dentro de la UE deben cumplir los requisitos de la Ley de IA.

Ademas, en virtud del Acuerdo de Windsor, Irlanda del Norte sigue alineada con
algunas normativas del mercado unico de la UE, lo que da lugar a una posible
division normativa en materia de gobernanza de la IA entre Irlanda del Norte y
el resto del Reino Unido. Irlanda del Norte puede aplicar la Ley de IA de la UE,
mientras que el marco mencionado anteriormente es aplicable al resto de Gran
Bretafia.

Suiza, que no es miembro ni de la UE ni del EEE, no se ve directamente
afectada por laLey de IA, aunque las empresas suizas que comercializan

sistemas de IA en la UE deben cumplirla. Suiza esta evaluando actualmente su
enfoque regulatorio en materia de IA.

P
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Privacidad m
y RGPD

Al adoptar la IA en su empresa, es fundamental evaluar cuidadosamente si el
sistema procesa datos personales y en qué medida. Los sistemas de IA suelen
trabajar con grandes cantidades de datos, que pueden contener informacion
sobre las personas. Para cumplir con las normativas de privacidad del Reglamento
General de Proteccion de Datos (RGPD), debe implementar medidas que
garanticen que los datos personales se
gestionen de forma legal, justa y segura.

Recuerde que el RGPD se aplica sin
excepciones al implementar IA. Debe seguir
el mismo proceso de cumplimiento que

con cualquier otro tratamiento de datos
personales, o incluso con mayor rigor.

Deben cumplirse los requisitos generales
de evaluacidn de riesgos, establecimiento
de una base juridica para el tratamiento y proteccion de los derechos de los
interesados (como el acceso, rectificacidn, cancelacién y oposicidn). Dado que el
RGPD aplica una amplia gama de medidas detalladas, este capitulo solo cubrira los
principios generales del marco.

Cumplir con el RGPD puede ser un desafio al utilizar un sistema de |IA ya que a
menudo es dificil comprender completamente cémo funciona y qué datos se
procesan. Por ejemplo, explicar cdmo el sistema toma decisiones puede ser
complejo, lo que exige cumplir con las obligaciones de transparencia y proporcionar
informacion significativa sobre la l6gica implicada en la toma de decisiones
automatizada. Seguir las medidas técnicas y éticas descritas en capitulos anteriores
es especialmente importante para abordar estos desafios.
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Evaluacion de riesgos y
Evaluaciéon de Impacto
en la Proteccién de
Datos (EIPD)

El RGPD se basa en la proteccién de datos
desde el disefio hasta el cumplimiento

en la posibilidad de riesgo. Para cumplir
con estos estandares, debe proteger
activamente los datos personales
durante todo su procesamiento
mediante la implementacion de

medidas técnicas que minimicen los
riesgos para la privacidad. Esto incluye
realizar evaluaciones de riesgos y la
integracion de medidas de proteccion de
la privacidad en sus soluciones desde el
principio.

Para realizar una evaluacion de riesgos
exhaustiva, proponemos:

« Identificar qué datos personales
procesa y dénde se almacenan

* Reconocer las amenazas externas e
internas a los datos personales

o Detectar las debilidades en sus
sistemas y procedimientos

« Evaluar las posibles consecuencias de
las infracciones o la aplicacién indebida

El ejemplo destacado de gestién de
riesgos en el RGPD es el requisito de la
Evaluacién de Impacto en la Proteccién
de Datos (EIPD). Se realizara una EIPD
cuando el tratamiento pueda suponer un
alto riesgo para los derechos y libertades
de las personas fisicas. Esta evaluacion es
especialmente importante si utiliza nuevas
tecnologias, trata datos personales a

gran escala, monitorea sistematicamente
a personas, combina datos personales

de multiples fuentes o trata datos sobre

personas vulnerables. En este sentido,
siempre recomendamos realizar una EIPD
al implementar un nuevo servicio de IA.

Al realizar una EIPD, debe evaluar
periddicamente los datos personales que
se tratan y su flujo de datos posterior.
Ademads, debe evaluar la probabilidad

de que se produzcan incidentes, el
posible impacto de las consecuencias

y las medidas de seguridad adecuadas
para mitigar el riesgo. Esto puede incluir
el cifrado, la seudonimizacion u otras
formas de proteger sus sistemas, como
procedimientos de formacién de usuarios.

Debe realizar una gestién continua de
riesgos y realizar una EIPD siempre que
el sistema de |IA esté sujeto a cambios
importantes. También, si lo tiene, debe
recordar involucrar a su Delegado de
Proteccién de Datos (DPD).

Requisito de
EIPD

Tenga en
cuenta que
incluso
herramientas de IA sencillas como
Copilots requieren una Evaluacion
de Impacto de Proteccion de Datos
(EIPD). Esto no depende del nivel
de desarrollo de la herramienta,
sino del uso y alcance. Un
problema con las herramientas de
IA es que los proveedores a menudo
no ofrecen informacién completa
sobre su funcionamiento. Esto
puede dificultar el cumplimiento

de los requisitos de acceso y
cancelacion.
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Documentacion

Una documentacion adecuada es
crucial para el cumplimiento del
RGPD. Si no esta documentada,

no se ha llevado a cabo. Antes

de adquirir una herramienta de

IA, debe documentar su analisis

de compras, las evaluaciones

de riesgos, la justificacion para
elegir soluciones especificas, el
proceso de implementacion y las
modificaciones posteriores. Tras
seleccionar una solucidn, asegurese
de actualizar su Registro de
Actividades de Tratamiento (RoPA),
la politica de privacidad, el registro
de consentimiento y documentacion
relevante.

Si estos procesos se documentan
cuidadosamente, completar una EIPD
se vuelve mucho mas facil. Considere
este ejemplo: Al documentar la
justificacidn para la implementacion de
una herramienta de IA, incluyendo una
descripcion del servicio o herramienta
de A, lo que la adquisicion pretende
mejorar o hacer mas eficiente,

las ventajas y desventajas de la
herramienta, y actualizar la RoPA, ya
ha completado varios aspectos de una
evaluacion.

Un proceso de documentacion integral
cumple objetivos empresariales que van
mas alld del cumplimiento normativo.
Integrar consideraciones de privacidad
en la documentacién general de
adquisiciones garantiza los principios
de transparencia, responsabilidad y
equidad. En términos de cumplimiento
normativo, la documentacion
demuestra el enfoque proactivo de

la organizacién para gestionar los
riesgos de privacidad asociados con la
implementacién de la IA.

de datos personales

Debe conocer los requisitos legales
especificos al procesar datos de salud,
origen étnico, opiniones politicas

o creencias religiosas (categorias
especiales de datos personales). Se
aplican regulaciones mas estrictas a este
tipo de datos, tanto para su recopilacién
COmMO para su uso en sistemas de IA.
Las bases legales para el procesamiento
de estos datos son limitadas en
comparacion con los datos personales
generales.

Por lo tanto, debe evaluar
cuidadosamente si el uso de categorias
especiales de datos personales es
necesario y proporcionado para la
finalidad del sistema de IA. De ser
posible, explore soluciones alternativas
que no impliquen categorias
especiales. Si dicho requerimiento
sigue siendo necesario, es importante
establecer mecanismos de control

de acceso y revisiones periddicas del
procesamiento.

Es importante reconocer que los sistemas
de IA pueden recopilar datos personales
generales para inferir categorias
especiales de datos personales.

Un ejemplo de esto es cuando
investigadores, en colaboracion con
Facebook, analizaron las publicaciones
de texto de los usuarios para predecir la
depresion. Basandose en publicaciones
y comentarios comunes, el sistema de
IA pudo detectar el riesgo de depresion
meses antes de que el médico como la
propia persona lo supieran.

Categorias especiales
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Preparacion de sus empleados

No basta con contar con medidas técnicas y legales,
sino que debe implementar acciones concretas

para garantizar que la documentacion refleje los
procesos y decisiones reales. Una formacion eficaz
de los empleados es esencial para garantizar el
cumplimiento de las normativas de privacidad. Debe
integrar la privacidad en los programas de formacion
existentes, abordando retos practicos de lalA, como
la equidad y como identificar y mitigar los sesgos en
los sistemas.

Para garantizar el cumplimiento, su organizacién debe
revisar y actualizar periédicamente los procedimientos
de privacidad como parte de su marco de gobernanza.

Privacidad e Innovacion

La implementacion de nuevas herramientas de IA planteara nuevos retos
relacionados con la privacidad, al procesar grandes cantidades de datos de formas
que pueden resultar dificiles de auditar o interpretar, lo que se conoce como el
fenomeno de la "caja negra". Por ejemplo, puede surgir un reto cuando un sistema de
IA procesa datos personales para fines que van mas alla de los definidos por la base
juridica original. En tales casos, puede ser necesario obtener un nuevo consentimiento
o identificar una base juridica alternativa para el procesamiento. Sin embargo, el
fenomeno de la caja negra también puede crear otros retos a la hora de cumplir con
los derechos de los interesados. Puede resultar dificil proporcionarles informacion
sobre como se utilizan sus datos o cumplir con la obligacion de cancelarlos. Estos
retos se analizaran en este capitulo.

Es importante recordar que las normativas de privacidad existen para proteger los
derechos de las personas, no para obstaculizar la innovacién sostenible. El uso de la

IA puede introducir nuevos tipos de riesgos para la privacidad pero esto no significa
necesariamente que su uso sea ilegal. Algunos riesgos pueden ser aceptables y
proporcionados, siempre que se establezcan las medidas adecuadas para minimizarlos
en la medida de lo posible y se sopesen cuidadosamente los beneficios del uso de la
IA frente a los riesgos. De hecho, las normativas de privacidad ofrecen una flexibilidad
considerable cuando se comprenden y se aplican correctamente. En la mayoria de los
casos, se pueden desarrollar enfoques que protejan los datos personales y permitan a
su organizacion seguir innovando.
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La IA y los principios fundamentales del RGPD

Al desarrollar y utilizar soluciones de IA en su
organizacion, debe aplicar los siete principios
fundamentales del RGPD en todo el proceso.
Incorporar estos principios en sus practicas de IA

le permite desarrollar soluciones que cumplan con
los requisitos normativos, a la vez que promueve la
innovacion responsable. Este enfoque no solo mejora
la proteccidn de la privacidad, sino que también
genera confianza con sus clientes y la sociedad en
general.

En las siguientes paginas, examinaremos algunos
desafios comunes que pueden surgir al utilizar la 1A'y
ejemplos de estrategias eficaces para abordarlos.

Limitacion de la finalidad

caky

Limitacion de la finalidad
@ Reduccion de datos
@ Precision

::® Limitacion de almacenamiento

D@ Legalidad, equidad y transparencia
Integridad y confidencialidad
Responsabilidad

Los datos personales sélo deben recopilarse para fines especificos, explicitos y legitimos y no
deben procesarse de una manera que sea incompatible con dichos fines.

Desafios potenciales:

La limitacién de la finalidad es un reto en

el contexto de la IA, ya que los modelos
suelen requerir la recopilacion de grandes
cantidades de datos durante largos periodos.
Esto significa que los datos podrian haberse
recopilado sin que el uso de la IA se hubiera
planificado o comunicado a los interesados.
Si las organizaciones desean utilizar
posteriormente estos datos para entrenar
modelos de IA, esto podria entrar en conflicto
con el principio de limitacion de la finalidad,
ya que la finalidad original no contempla este
NuUevo uso.

Ademas, los sistemas de IA pueden identificar
patrones en los datos que las organizaciones
desean aprovechar para nuevos fines, lo cual
podria ser ilegal y contradecir el principio de
limitacion de la finalidad.

Nuestro consejo:

Para abordar estos desafios, su organizacion debe
considerar los usos futuros al seleccionar la base
legal para el procesamiento. El entrenamiento

y el uso de la IA a menudo requieren una base
legal actualizada o nueva, que puede implicar la
obtencién de un nuevo consentimiento para el
procesamiento de datos.

Recuerde que el consentimiento es solo una
posible base legal. Dependiendo de su aplicacion
de IA, otras bases podrian ser mas apropiadas.

Al desarrollar marcos claros y predefinidos para

el uso de la IA, la organizacién puede anticipar y
gestionar mejor cualquier necesidad de una nueva
base legal para el procesamiento.
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@ Reduccion de datos

El tratamiento de los datos personales debe ser adecuado, relevante y limitado a lo

necesario en relacion con los fines para los que se tratan, iUnicamente si el fin del
tratamiento no pudiera alcanzarse razonablemente por otros medios.

Desafios potenciales:

La reduccion de datos resulta
especialmente dificil en IA, ya que los
modelos de aprendizaje automatico
suelen requerir grandes cantidades
de datos para su entrenamiento y
desarrollo.

Determinar qué datos especificos
se necesitan antes de evaluar el
rendimiento del modelo puede

ser complicado. Como resultado,

se pueden recopilar mas datos

de los necesarios para mejorar la
precision del modelo, lo que podria
no estar alineado con el principio de
reduccion de datos.

Ademas, los sistemas de IA pueden
generar nuevas necesidades de
datos a medida que evolucionan.

Nuestro consejo:

Comience por definir el propdsito y los
datos necesarios para lograrlo. El primer
paso es eliminar los datos de entrada
innecesarios durante el proceso de
desarrollo. Esto suele ser beneficioso
para la calidad del modelo, la estabilidad,
el tiempo de respuesta, los costos
operativos y el impacto ambiental.

Métodos como los datos sintetizados
pueden reducir la necesidad de

datos personales en los conjuntos

de entrenamiento. Otro enfoque que
puede ayudar a limitar el uso de datos
personales es el aprendizaje federado,
que entrena modelos localmente en los
dispositivos de los usuarios sin necesidad
de recopilar datos sin procesar en una
base de datos centralizada.

Si bien los datos sintetizados y el
aprendizaje federado pueden reducir la
necesidad de procesar datos personales,
aun presentan desafios en cuanto al
principio de reduccion de datos. Los
datos sintetizados a menudo requieren
un conjunto inicial de datos reales,

y el aprendizaje federado implica la
recopilacidn de datos, aunque estos no
se transmitan a un tercero.
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Los responsables del tratamiento deben garantizar que los datos personales sean

precisos y, cuando sea hecesario, se mantengan actualizados. Deben tomar todas

las medidas razonables para eliminar o rectificar los datos personales inexactos,

teniendo en cuenta los fines para los que se tratan.

Desafios potenciales:

Garantizar la precision de las soluciones
basadas en IA puede resultar complejo,
ya que los modelos de IA aprenden a
partir de datos reales, que pueden ser
inexactos u obsoletos. Los errores en
los datos pueden amplificarse durante
el proceso de entrenamiento, lo que da
lugar a decisiones incorrectas o sesgos
en los resultados del modelo.

Esto puede dar lugar al procesamiento
y almacenamiento de datos personales
incorrectos, lo que viola el requisito de
precision y actualizacion de los datos
personales.

Otra cuestion es que muchos modelos
de IA funcionan como "cajas negras", lo
que dificulta comprender como se toman
las decisiones y, por lo tanto, resulta mas
complicado identificar y rectificar los
errores.

Nuestro consejo:

Implementar un seguimiento y una
validacion continuos de las fuentes
de datos y del rendimiento de los
modelos de |A.

Utilizar algoritmos de IA explicable
(XAI) que proporcionen informacion
sobre como se toman las decisiones,
lo que facilita la deteccion y
rectificacion de errores.

Establecer procedimientos sdélidos

Yy un seguimiento automatizado
para garantizar que los datos de
entrenamiento se mantengan
actualizados y reflejen con precision
las condiciones relevantes, al
mismo tiempo que se evalla si los
resultados del modelo cumplen

los requisitos de precisién para el
tratamiento de datos personales.
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?@ Limitacion de almacenamiento

Los datos personales solo deben conservarse en una forma que permita la

identificacion de los interesados durante el tiempo que sea necesario y para los

fines para los que se procesan.

Desafios potenciales:

En el contexto de la IA, Ia limitacion
de almacenamiento va mas alla de

la eliminacion de datos personales,
ya que también se aplica a como los
datos de aprendizaje influyen en los
modelos completamente entrenados.

Incluso después de eliminar los
datos, la informacién sobre las
personas incluidas en el conjunto

de datos de entrenamiento puede
seqguir presente indirectamente en

el modelo. Esto crea el riesgo de
"ataques de inversion", donde los
atacantes pueden reconstruir datos
personales del modelo basandose en
su resultado.

Esto supone un reto importante para
el cumplimiento de los requisitos

del RGPD sobre el derecho al
eliminar y el principio de limitacion
de almacenamiento, ya que es dificil
garantizar que los datos se olviden
por completo.

Nuestro consejo:

Las organizaciones deben utilizar
técnicas que garanticen que los datos
personales individuales no puedan
identificarse ni reconstruirse a partir
de los resultados del modelo de IA.
Un enfoque consiste en introducir
ruido controlado en los datos: ligeras
variaciones controladas en los datos
utilizados por el modelo de IA, lo que
dificulta o imposibilita la vinculacion
de los resultados del modelo con
una persona especifica. Esto ayuda
a proteger los datos personales
incluso cuando se han utilizado en el
entrenamiento.

Sin embargo, el RGPD exige que los
datos se eliminen por completo cuando
ya no sean necesarios para el fin
indicado. Este método no es suficiente
para cumplir con los requisitos de
borrado del RGPD se deben implementar
procedimientos claros para la eliminacion
de datos, no solo para su procesamiento,
sino también para la gestién de los datos
de entrenamiento y los resultados del
modelo.
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D@ Legalidad, equidad y transparencia

Todo tratamiento de datos personales debe ser legal, equitativo y transparente para las
personas. Deben de conocer para qué se recopilan, utilizan y consultan y en qué medida se

tratan o se trataran dichos datos.

Desafios potenciales:

Surge un desafio legal cuando los
modelos de IA identifican patrones
en datos personales sin que el
procesamiento esté amparado por
una base legal clara y explicita.

Los modelos que funcionan como
una "caja negra" también pueden
dificultar la imparcialidad de las
decisiones. El sesgo en los datos

de entrenamiento puede cuestionar
el principio de imparcialidad al
generar involuntariamente resultados
discriminatorios por motivos de
género, etnia o edad.

Ademas, la naturaleza compleja e
impredecible de los sistemas de IA
dificulta explicar cémo se toman las
decisiones. Esto puede cuestionar
los requisitos de transparencia del
RGPD, ya que las personas tienen
derecho a comprender como se
procesan sus datos personales.

Cuando se utiliza la IA para la

toma de decisiones automatizada
con efectos significativos en las
personas, se aplican protecciones
adicionales, incluido el derecho a la
revision humana.

Nuestro consejo:

Para garantizar la legalidad, debe
existir una base juridica para todo
tratamiento de datos, como el
consentimiento o el interés legitimo,
y las organizaciones deben mantener
registros al respecto. Deben
realizarse auditorias y supervisiones
periddicas para garantizar que

el modelo siga siendo justo y
transparente en sus decisiones.

Los sistemas de IA y sus conjuntos
de datos deben someterse a una
evaluacion de sesgos para garantizar
que las decisiones no discriminen en
funcidn de categorias especiales de
datos personales, como el estado

de salud o el origen étnico. Utilice
métodos de prueba de sesgos, como
la comprobacion de resultados en
diferentes grupos demograficos,
para identificar posibles problemas
de discriminacion.

Las organizaciones deben
implementar modelos de IA
explicables (XAl) que proporcionen
informacion clara de los procesos de
toma de decisiones.
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Integridad y Confidencialidad

Los datos personales deben ser tratados para garantizar una seguridad y
confidencialidad adecuadas, incluida la proteccion contra el acceso no autorizado o
ilegal, la pérdida accidental, la destruccion o el dafo, mediante medidas técnicas y

organizacionales adecuadas.

Desafios potenciales:

La IA suele procesar grandes volumenes
de datos, lo que aumenta el riesgo

de vulneraciones de seguridad, como
hackeos, filtraciones o accesos no
autorizados. Esto puede provocar la
exposicion de datos personales.

Si los modelos no se disefian o
entrenan correctamente con medidas
de anonimato, pueden exponer
inadvertidamente datos personales en
sus resultados. Esto crea un conflicto
entre la necesidad de accesibilidad

a los datos para el rendimiento del
modelo y la necesidad de proteger la
confidencialidad de las personas.

El uso de proveedores externos para
servicios de IA también conlleva riesgos
considerables. La organizacién puede
ser responsable de las vulneraciones
de confidencialidad si no implementa
las medidas de seguridad adecuadas

y deben garantizar que todos los
encargados del tratamiento de datos
cumplan con los requisitos del RGPD.

El control de acceso puede

ser complicado cuando varios
departamentos o empleados utilizan
sistemas de IA. Sin embargo, el acceso
no autorizado puede comprometer tanto
la integridad como la confidencialidad de
los datos.

Nuestro consejo:

Para garantizar la integridad y la
confidencialidad de las soluciones de
IA, su organizacion debe establecer
protocolos de seguridad como

el cifrado de datos, el control de
acceso y el monitoreo peridédico

para reducir el riesgo de acceso no
autorizado y fugas de datos.

Priorice el entrenamiento de los
modelos de IA con datos anonimos
siempre que sea posible. Implemente
limitaciones de acceso a lo
estrictamente necesario y desarrolle
medidas de seguridad que impidan
gue los modelos revelen informacion
personal.

Al utilizar proveedores externos,
establezca acuerdos de
procesamiento de datos seguros
(APD) o limite el uso de servicios que
no garanticen la seguridad adecuada
de los datos personales.

Desarrolle politicas internas claras
de control de acceso. Otorgue a

los empleados acceso basado en

el principio del minimo privilegio

y garantice la capacitacion en
privacidad y seguridad de los datos.
Solucione rapidamente los errores y
los datos dafiados para mantener la
integridad de los mismos.
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Responsabilidad

El responsable del procesamiento de datos personales y del cumplimiento de

otros principios sera el controlador, quien implementara las medidas y registros

adecuados para demostrar dicho cumplimiento.

Desafios potenciales:

La complejidad de los sistemas de IA,
especialmente aquellos propensos

al fendmeno de la «caja negra»,

crea importantes obstaculos para

los requisitos de documentacion y
proteccién de datos.

Su organizacion debe demostrar
que ha tomado las precauciones
necesarias y ha implementado las
medidas de seguridad adecuadas.
Esto requiere una documentacion
exhaustiva del disefio del sistema de
IA, los datos de entrenamiento y el
razonamiento que hay detrds de las
decisiones del sistema.

El principio de responsabilidad exige
a las organizaciones mantener un
control total sobre todo el ciclo de
vida del sistema de IA, incluidas

las evaluaciones de impacto

de la proteccion de datos (DPIA).

Nuestro consejo:

Para garantizar la rendicién de cuentas,
las organizaciones deben disefar e
implementar marcos de gobernanza
que documenten el cumplimiento

de las normativas de proteccién de
datos a lo largo de todo el ciclo de

vida del sistema de IA. En el caso de
los sistemas de |A de alto riesgo, se
deben realizar evaluaciones de impacto
para identificar y mitigar los posibles
riesgos para la privacidad antes de

su implementacion. Esto incluye

la creacién y el mantenimiento de
documentacion técnica detallada sobre
el disefio del sistema de IA, los datos de
entrenamiento y los procesos de toma
de decisiones, con el fin de garantizar
la transparencia para las autoridades
supervisoras y los interesados.

Los sistemas de IA deben someterse a
auditorias sistematicas para garantizar
el cumplimiento del RGPD, incluidas
pruebas de sesgo y actualizaciones de
seguridad segun sea necesario.

Es fundamental contar con

lineamientos claros y una asignacion

de responsabilidades en materia de
privacidad de los datos, formar a los
empleados pertinentes para garantizar
un seguimiento adecuado, implementarse
medidas de seguridad, como el cifrado,
controles de acceso y el registro de las
actividades relacionadas con los datos,
para proteger eficazmente los mismos.
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La IA esta transformando el entorno laboral y desafiando los marcos legales
tradicionales. Si bien mejora la eficiencia y crea nuevas oportunidades, también
plantea importantes cuestionamientos y consideraciones éticas sobre los derechos
y la privacidad de los empleados.

Como se menciond anteriormente, la IA puede mejorar fundamentalmente la eficiencia
empresarial. El enfoque mas directo es proveer a los empleados de herramientas de |A
que mejoren su productividad. Como empleador, puede determinar la organizacién y
los métodos de trabajo bajo su autoridad. Sin embargo, dentro de la UE y el EEE, esta
facultad directiva esta limitada por los derechos de los trabajadores a la informacién,
la consulta y la participacidén, segun lo define la legislacién nacional. Si bien estos
requisitos de consulta varian en detalle entre los Estados miembros, comparten
principios en comun.

La legislacion laboral europea exige que los empleadores consideren factores como la
formacion, el desarrollo de competencias y la participacién de los empleados, aunque
los requisitos especificos varian segun la jurisdiccidn. En algunos paises, es necesario
consultar a los comités de empresa o a los representantes de los trabajadores antes
de implementar cambios significativos en los procesos de trabajo. Los empleadores
deben consultar la legislacién laboral nacional y los convenios colectivos aplicables
para comprender las obligaciones precisas en su pais antes de implementar sistemas
de IA.

©

Se requiere formacion especializada cuando los
empleados deben adaptarse a nuevos flujos de trabajo
integrados con IA. Como empleador, asegurese de que
los empleados reciban formacion y apoyo continuo
para incorporar eficazmente estas herramientas en
sus tareas diarias. También debe promover el uso
responsable de la IA, teniendo en cuenta los diferentes

niveles de competencia de su plantilla.
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Algunos miembros del personal pueden mostrar incertidumbre, escepticismo o
resistencia al cambio tecnoldgico. Abordar estas inquietudes es esencial para una
implementacioén exitosa.

Formacion y Competencia

Antes de exigir a los empleados que utilicen IA, debe asegurarse de
que reciban una formacion adecuada y especifica. Deben dominar
el uso de herramientas de |A y comprender las implicaciones éticas y
legales que rigen su uso.

Justificacion y Responsabilidad
Como empleador, debe establecer un argume%}:omercial claro para
implementar la IA. Debe existir una necesidad operativa legitima para
mejorar la eficiencia o la calidad del trabajo, por ejemplo, para mantener la
competitividad en el mercado. También debe evaluar cémo afectara el uso de
la IA al entorno laboral. Si se identifican posibles impactos negativos, debe
implementar las medidas de proteccidon adecuadas para mitigarlos. Esto se
conoce como el requisito de implementacion responsable.

298 Participacion e implicacion de los empleados

Si laimplementacion de la IA cambia la forma de trabajar de los
empleados, la legislacion nacional podria exigir la participacion de
los empleados y sus representantes antes de finalizar el cambio. El
momento de aplicacion de esta obligacién y su forma de cumplimiento
pueden variar segun el pais. Los empleados deben tener oportunidades
significativas para aportar su opiniédn sobre como se integraran las
herramientas de |IA en las operaciones diarias.
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RGPD: Requisitos y
restricciones en el
ambito laboral

Las herramientas de IA ahora también
pueden aplicarse a los recursos
humanos, la administracion y la gestion.
Durante la ultima década, han aparecido
en el mercado herramientas para los
procesos de contratacion, supervision,
evaluacién y retroalimentacion. Antes
de implementar dichas herramientas,
usted, como empleador, debe evaluar
minuciosamente su funcionalidad,
aplicacién y resultados a la luz de la
normativa aplicable.

Es importante senalar que el RGPD
también se aplica al tratar datos
de empleados. Para garantizar el
cumplimiento, debe:

 Informar a los empleados sobre como
se utiliza la 1A y cdmo se procesan los
datos personales en este contexto.

o Permitir a los empleados acceder a
la informacidén que el sistema de IA
procesa sobre ellos.

o Corregir la informacidn inexacta
cuando los empleados lo soliciten o
cuando se detecten errores.

También es importante tener en

cuenta que las decisiones basadas en
IA en el entorno laboral pueden tener
consecuencias significativas para cada
empleado. El RGPD incluye requisitos
especificos para la toma de decisiones
automatizada y la elaboracién de
perfiles de los interesados. Estos
requisitos se aplican si se utiliza IA para
tomar decisiones que afectan a las

condiciones laborales, como ascensos o

evaluaciones de rendimiento.

La regla general es que los interesados, y
por lo tanto los empleados, tienen derecho
a solicitar que una persona, y no solo una
maquina, participe en las decisiones que
tengan consecuencias legales o que les
afecten significativamente. En el RGPD, esto
se denomina el derecho a no estar sujeto a
una toma de decisiones automatizada.

Base legal para
el procesamiento

Si desea utilizar
sistemas de IA
que procesen
datos personales
de empleados, el RGPD exige que
se garantice una base legal para el
tratamiento de estos datos.

Para obtener esta base legal,

puede resultar tentador solicitar el
consentimiento de los empleados,
pero a menudo no es una solucion
adecuada ni legal. Dada la dinamica
de poder entre el empleador y el
empleado, este puede sentirse
presionado a dar su consentimiento.
Para que el consentimiento sea valido,
debe otorgarse libremente: sin ningun
elemento de coaccion, presion o
imposibilidad de negarse.

Es recomendable considerar bases
legales alternativas para el tratamiento.
Si el sistema de |A es necesario

para las operaciones comerciales,

el tratamiento a menudo puede
basarse en intereses legitimos o en

la necesidad de ejecutar un contrato
laboral, en lugar del consentimiento.
La base legal adecuada dependera de
la aplicacion especificade lalAy de la
finalidad del tratamiento.
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Ley de Inteligencia Artificial:
Requisitos y Restricciones en
el Lugar de Trabajo

La Ley de IA de la UE afecta la implementacion de las herramientas de IA en el entorno laboral. La ley
clasifica aplicaciones especificas, como las utilizadas en la contratacion, la supervision de empleados
y la toma de decisiones en el entorno laboral, como de alto riesgo. En el caso de estas aplicaciones,
no solo se ven afectados los desarrolladores o quienes comercializan el sistema en Europa, sino

que los implementadores también deben cumplir con los requisitos de cumplimiento. Las siguientes
aplicaciones de IA se clasifican como de alto riesgo en la Ley de IA:

Sistemas de IA para el reclutamiento y la clasificacidn/seleccion de CV. Esto incluye sistemas que
publican y segmentan anuncios de empleo, filtran y clasifican solicitudes o evallan a candidatos.

« En segundo lugar, se aplica a los sistemas de IA que influyen en las condiciones laborales.
Esto incluye los sistemas que toman decisiones sobre las condiciones laborales, los ascensos
o los despidos. También abarca los sistemas que asignan tareas laborales en funcion del
comportamiento o las caracteristicas de los empleados, asi como los sistemas que supervisan y
evallian su rendimiento y conducta en el lugar de trabajo.

Como empleador que utiliza un sistema de IA de alto riesgo, debe cumplir con varios requisitos
como implementar medidas técnicas y organizacionales para garantizar que el sistema se utilice
conforme al propdsito previsto. Tiene la obligacion de supervisar el rendimiento, la supervision
humana, garantizar la transparencia y realizar una evaluacion de riesgos. En particular, debe
asegurarse de que el sistema no discrimine.

Por ejemplo, si utiliza IA para filtrar curriculums, el sistema debe ser capaz de explicar la justificacidn
de su evaluacioén de las solicitudes. También debe ser consciente y mitigar eficazmente el riesgo de
que los sistemas de IA puedan amplificar los sesgos existentes en el proceso de seleccion.

Herramienta de reclutamiento con IA de Amazon

La herramienta de reclutamiento con IA de Amazon fue descontinuada en 2018 debido a
que discriminaba a las mujeres en el proceso de seleccion de curriculums. El sistema de IA
se habia entrenado con solicitudes de empleo de un periodo de diez afios, la mayoria de las
cuales provenian de hombres. Como resultado, el sistema aprendid a priorizar las solicitudes
que contenian la palabra "mujeres" o provenian de universidades predominantemente
femeninas. Incluso después de intentar corregir estos sesgos,

Amazon considerd la herramienta poco confiable y finalmente

suspendio su uso, alegando la preocupacion de que el sistema

no pudiera ajustarse adecuadamente para garantizar resultados

justos e imparciales en el proceso de reclutamiento. A
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La Ley de IA también prohibe ciertos tipos de sistemas de IA en el lugar de trabajo, ya que se consideran

un riesgo inaceptable. Se prohibe el uso de sistemas de IA que intenten interpretar emociones mediante

el andlisis de datos biométricos. Un ejemplo de ello son los sistemas de IA disefiados para evaluar si un

solicitante de empleo dice la verdad en una entrevista mediante el andlisis de las expresiones faciales o

la voz. La UE ha determinado que estos sistemas suponen un riesgo tan significativo para los derechos

humanos fundamentales que no pueden permitirse en absoluto.

Guia de IA en el lugar de trabajo

A medida que la IA se convierte en una parte importante de la fuerza laboral, es cada vez
mas importante implementar lineamientos claros sobre cdmo utilizar estas herramientas. Una

guiade IA ofrecen varias ventajas como:

Para los empleados, proporciona
respuestas claras sobre cémo utilizar
las herramientas de |IA de forma
correcta y responsable. Esto facilita
la comprensidon de su uso y se evitan
malentendidos e incertidumbre entre
los empleados.

Para los empleadores, una guia es
esencial para establecer limites claros.
Al explicar qué esta permitido y qué
no al usar IA, se reduce el riesgo

de incumplimiento involuntario, ya
sea en relacion con los derechos de
los empleados o con los requisitos
regulatorios. Unos limites claros
también constituyen la mejor base
para abordar el uso indebido repetido
de las herramientas.

Lo mas importante es que una guia
bien disefiada puede ayudar a generar
confianza entre empleadores y
empleados al demostrar un enfoque
proactivo hacia el uso ético de la IA.
Crear una guia completa también
demuestra que se toma en serio la
implementacion de la IA.

Metafora del semaforo

La metafora del semaforo puede ser una
forma practica y sencilla de estructurar la
guia de IA:

Rojo — Prohibido su uso. No
esta permitido bajo ninguna
circunstancia. Ejemplo: IA de
reconocimiento de emociones
en entrevistas (prohibida por la
Ley de IA).

Amarillo — Uso que requiere
evaluacioén adicional. Consulte
con el personal de proteccién
de datos o de Tl antes de
continuar. Ejemplo: |IA para la
clasificacion de curriculums
(requiere evaluacién de impacto
de proteccién de datos (EIPD),
transparencia y supervision
humana).

Verde — Uso autorizado y legal

de herramientas de IA. Se trata de un uso
seguro que cumple con los lineamientos

de la empresa. Ejemplo: IA para traduccion
automatica de uso interno, sin procesamiento
de datos personales.
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Caso: La supervision en el lugar de trabajo bajo una
hueva perspectiva

A medida que el lugar de trabajo se vuelve mas digital, los
empleadores adquieren mas capacidades técnicas para supervisar
las actividades de los empleados. La supervision del lugar de trabajo
estd, de una forma u otra, sujeta a regulaciones en toda Europa,

ya sea a través del RGPD o de la legislacion nacional. Mientras que
algunos paises imponen fuertes restricciones a la supervisién de los
empleados, otros la permiten bajo ciertas condiciones, como cuando
es necesaria por motivos de seguridad o cumplimiento normativo.

Al implementar herramientas de IA en el lugar de trabajo, es necesario
tener en cuenta qué se considera supervision y en qué condiciones
estd legalmente permitida. Tomemos como ejemplo los asistentes
de |A (copilotos). Estas herramientas tienen acceso a correos
electronicos, archivos y carpetas compartidas, y pueden realizar
analisis que antes eran dificiles o imposibles de llevar a cabo para
las personas. Téchicamente, un gerente podria revisar todo lo que ha
escrito un empleado y evaluar su rendimiento basandose en ello. Sin
la IA, esto rara vez seria un medio practico de supervision, ni siquiera
seria posible hacerlo manualmente, ya que requeriria demasiados
recursos.

Con los asistentes de IA, los empleadores ahora pueden analizar
facilmente grandes cantidades de contenido para evaluar a

los empleados. Los sistemas de IA pueden revisar archivos y
documentos, correos electrénicos, el uso de emojis de reaccion,
declaraciones realizadas en reuniones y mucho
mas. Pero recuerde: el hecho de que la tecnologia
lo haga posible no significa que sea legal. Dicho
monitoreo requiere un propdésito legitimo que
cumpla con los requisitos de la legislacion sobre
proteccion de datos y el derecho laboral.
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|2 Derechos de
Propiedad Intelectual

La propiedad intelectual otorga el uso exclusivo de inventos técnicos, marcas registradas

y obras creativas. La IA presenta nuevos desafios para estos derechos, en particular en lo
que respecta al uso de datos de entrada, de salida y datos de entrenamiento. Si bien existen
soluciones practicas, es fundamental comprender como la IA impacta los derechos de
propiedad intelectual, tanto propios como ajenos.

El término "propiedad intelectual" abarca ampliamente diversos derechos que las personas o
empresas pueden obtener mediante la creacién de obras originales. Estos derechos incluyen
derechos de autor, patentes, marcas registradas, derechos de disefio y secretos comerciales.
Los derechos de propiedad intelectual otorgan a su titular control exclusivo sobre activos
intangibles protegidos, que abarcan desde obras literarias y artisticas hasta inventos técnicos,
identidades de marca y disefos distintivos. La aparicién de la |A desafia las interpretaciones
establecidas del derecho de propiedad intelectual en diversas areas.

Derechos de autor ¢ Quién es el duefio del
del contenido arte de IA? =
generado por IA

Un artista presentd una demanda contra la Oficina de
Derechos de Autor de Estados Unidos tras la negacién
de los derechos de autor de la imagen Theatre D'opera
Spatial, creada con la herramienta de IA Midjourney.

¢Puede el contenido creado
por IA recibir proteccion de
derechos de autor? Para que
una obra esté protegida por
derechos de autor, debe ser
el resultado de la expresién
creativa original de un autor
humano. Por lo tanto, los
sistemas de |IA no pueden ser
titulares de derechos de autor
de forma independiente.

La imagen, ganadora de un concurso artistico, se

cred probando numerosas indicaciones diferentes

en la herramienta de IA y luego perfeccionandola en
Photoshop. La Oficina de Derechos de Autor rechazé

la solicitud porque la imagen contenia demasiado
contenido generado por IA como para ser protegida por
derechos de autor.
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Pero ¢qué ocurre con el usuario del sistema de IA? La opinién predominante es que las
obras creadas con la asistencia de |A pueden optar a la proteccién de los derechos
de autor, siempre que el resultado refleje la contribucion intelectual y creativa original
del usuario humano. El factor decisivo es el grado de control creativo y la toma de
decisiones humanas durante todo el proceso.

grado de participacion humana necesario para la proteccion de los derechos de
autor sigue siendo incierto. En Estados Unidos, se ha denegado la proteccion
de los derechos de autor a personas por imagenes generadas por IA cuando

su contribucion se limitaba a proporcionar indicaciones de texto "prompts". Sin
embargo, ejercer un control creativo sustancial, como dar instrucciones detalladas
al sistema de |IA y editar la obra resultante, puede ser suficiente para establecer

la proteccidn de los derechos de autor en la UE. El factor decisivo es si la persona
demostrd suficiente originalidad y control creativo sobre el producto final.

Riesgo de infringir los
Juego limpio de derechos de propiedad
Material de origen intelectual de terceros

Gett . .
y El uso de herramientas de IA, en particular aquellas que
Images s L e .
. generan texto, imagenes o cédigo, conlleva el riesgo
resento P . .
P de infringir los derechos de propiedad intelectual de
una
terceros.
demanda
contra la .
Como empresa, es importante reconocer que
empresa

el contenido generado por IA puede parecerse
inadvertidamente a obras existentes protegidas por
derechos de propiedad intelectual. Incluso sin intencion
de copiar, los sistemas de IA pueden producir contenido
que infrinja dichos derechos. Si esto ocurre, los titulares
de los derechos pueden solicitar una compensacion o
iniciar acciones legales, independientemente de si la
infraccion fue intencional. Las empresas que utilizan IA
suelen estar sujetas a estdndares mas estrictos que los
particulares.

de inteligencia artificial
Stability Al por usar sus
imagenes sin permiso
para entrenar una

IA capaz de generar
nuevas imagenes. Getty
afirma que esto viola
los derechos de autor y
vulnera los derechos de
los fotografos. Stability
Al argumenta que usar
las imagenes es legal,
ya que se considera
"uso legitimo" segun la
doctrina de derechos de

Para mitigar este riesgo, las empresas de |IA estan
implementando medidas de seguridad para evitar que
los sistemas de |A generen contenido protegido por
derechos de autor. La Ley de IA de la UE también exigira
que las herramientas de IA incluyan medidas técnicas
adecuadas para evitar la creacién de contenido que
infrinja su normativa, incluidas las leyes de derechos de
autor.

autor.
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Datos de
Entrenamiento

Al utilizar modelos de IA
proporcionados por desarrolladores
externos, es fundamental que las
empresas comprendan los materiales
empleados en el proceso de
entrenamiento. El entrenamiento

de modelos de IA suele implicar el
almacenamiento temporal de un
gran conjuntos de datos, lo que
podria constituir una infraccién de
derechos de autor si se realiza sin el
consentimiento de los titulares de
los derechos.

Importantes empresas de IA se

han enfrentado a litigios por el uso
no autorizado de materiales con
derechos de autor durante la fase de
entrenamiento. Por ejemplo, Getty
Images ha demandado a Stability
Al, alegando el uso de millones de
imagenes con derechos de autor
sin permiso. De igual forma, varios
autores han iniciado procedimientos
legales contra OpenAl por usar sus
libros como datos de entrenamiento
para ChatGPT.

La UE ha buscado abordar este
problema mediante la exencidn de
derechos de autor para la Mineria
de Texto y Datos (TDM) en virtud
de la Directiva sobre Derechos

de Autor en el Mercado Unico
Digital (DSM). Ademas, la Ley de IA
introduce requisitos de transparencia
mas estrictos respecto a los datos
de entrenamiento, exigiendo a

los desarrolladores de IA que
documenten qué obras protegidas
por derechos de autor se han
utilizado.

~—

La Directiva sobre Derechos de Autor
en el Mercado Unico Digital (DSM)
introduce nuevas normas de derechos
de autor para el mundo digital. Un
cambio significativo es que sera legal
analizar grandes cantidades de texto y
datos (TDM) sin obtener previamente
la autorizacion de los titulares de los
derechos.

Esto significa que, si realiza una
investigacion o dirige un negocio, puede
analizar cualquier material al que tenga
acceso legal. Esto incluye contenido
disponible en linea con la aprobacion del
titular de los derechos y, probablemente,
también contenido al que se accede a
través de servicios de suscripcion.

Los dueiios de derechos pueden optar
por que su contenido no se utilice para
la mineria de textos y datos, pero la
directiva no especifica como deben
hacerlo. Una solucion practica para los
sitios web podria ser implementar una
senal legible por maquina que indique
que el contenido no puede utilizarse
para dicho analisis.

Cambiando las leyes de
GEE datosconlA

{0} moswcin 1 2 3 4 5 6 7 8

Derechos de Propiedad ,I O
Intelectual

58



Proteccion contra demandas al utilizar modelos de
|A preentrenados

Muchos proveedores de IA renuncian a los derechos sobre los resultados generados por

sus modelos. Como usuario, esto significa generalmente que puede estar seguro de que

el proveedor de IA no reclamara derechos sobre el contenido que usted cree utilizando su
servicio. Sin embargo, sigue siendo fundamental garantizar que los datos de entrenamiento
utilizados en estos modelos no infrinjan los derechos de propiedad intelectual de terceros. Si no
se obtienen las licencias adecuadas para los datos de entrenamiento, su empresa podria verse
expuesta a reclamaciones legales o litigios.

Algunos de los principales proveedores de IA ofrecen medidas de proteccién para dar mayor

seguridad a los usuarios. Entre ellas se pueden incluir:

@ Acuerdos de indemnizacion

El proveedor puede asumir la responsabilidad de los costes legales y los posibles dafos
y perjuicios si se determina que el sistema de IA infringe los derechos de propiedad
intelectual.

Garantias sobre los datos de entrenamiento @

Algunos proveedores garantizan que sus datos de entrenamiento cuentan con las
licencias adecuadas, lo que le ofrece una mayor seguridad de que no se le considerara
responsable en caso de infraccion.

E&@ Asistencia Legal

El proveedor puede ofrecer asistencia juridica o representacion legal si surgen
reclamaciones relacionadas con la infraccién de la propiedad intelectual por el uso de su
sistema de IA.

Estas medidas de proteccion pueden proporcionar cierta seguridad, pero es
necesario revisar cuidadosamente los términos del servicio y las limitaciones
de responsabilidad del proveedor para asegurarse de que su negocio esté
adecuadamente protegido.
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2 Términosy
condiciones de,

licencia

El mercado actual de la IA esta dominado

por unas pocas grandes corporaciones
estadounidenses, lo que limita el poder de
negociacion al adoptar herramientas de IA.
Aunque las condiciones contractuales no sean
negociables, comprender los términos que se
aceptan sigue siendo esencial.

Los contratos de estas empresas suelen

estar basados en las tradiciones legales
estadounidenses y suelen consistir en
documentos extensos con un lenguaje complejo
que se actualiza con frecuencia. Si bien las
condiciones generales suelen ser similares entre
los proveedores, identificar pequefias pero
cruciales diferencias puede ser dificil.

Si su organizacion planea utilizar servicios de
IA, debe:

» Revisar exhaustivamente los términos y
condiciones antes de comenzar a usarlos.

o Supervisar continuamente las actualizaciones
de estos términos.

Dada la naturaleza no negociable de estos
contratos, seleccionar al proveedor de |IA
adecuado es crucial. El proveedor debe impulsar
la innovacién y, al mismo tiempo, garantizar el
cumplimiento de los requisitos de privacidad

y seguridad de los datos. Un factor clave

es equilibrar los costos con las medidas de
seguridad del proveedor.

Servicios gratuitos de IA

Las herramientas de IA gratuitas pueden
parecer rentables, pero pueden tener
desventajas ocultas. Muchos proveedores
monetizan estas herramientas utilizando

los datos personales y las aportaciones

de los usuarios, lo que puede generar
anuncios dirigidos, menor seguridad de los
datos y menor control sobre la informacion
compartida. Con los modelos gratuitos, los
proveedores suelen utilizar los datos de

los usuarios para mejorar y perfeccionar

sus sistemas de IA. Esta practica genera
inquietudes para las empresas en relacién con
la privacidad de los datos, las obligaciones de
confidencialidad y la proteccién de secretos
comerciales. Puede dar lugar a un posible
incumplimiento del RGPD (falta de un acuerdo
de tratamiento de datos, transferencia fuera
de la UE) y, después a incumplimientos de las
obligaciones contractuales para las empresas
que procesan datos como encargados del
tratamiento. Para las organizaciones que
gestionan datos personales sensibles o
informacion confidencial, se recomienda
encarecidamente invertir en una solucién
de IA de pago con sdlidas garantias de
seguridad.
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Al revisar los contratos de servicio de los principales proveedores de IA, por

lo general encontrard amplias limitaciones de responsabilidad y detalladas
restricciones de uso. Los proveedores reconocen explicitamente que sus
sistemas de |IA pueden producir errores a pesar de su tecnologia avanzada.
Muchos contratos prohiben expresamente el uso de sistemas de IA en sectores
de alto riesgo, como los servicios juridicos, la asesoria financiera y la atencion
médica. Estas restricciones sirven como escudos de responsabilidad y como
reconocimiento de las limitaciones actuales de la IA. En estos sectores, donde
los errores pueden tener consecuencias significativas, el comprador y el
implementador de los sistemas de IA asumen una responsabilidad sustancial por
los resultados.

Antes de celebrar acuerdos para servicios de IA, revise cuidadosamente
los términos y las condiciones de la licencia. Los aspectos clave a tener en
cuenta incluyen como regula el acuerdo:

?‘ Procesamiento de datos y derechos: determine quién
o@ conserva la propiedad de los datos que usted introduce y como
puede utilizarlos el proveedor. Preste especial atencién sobre
la autorizacién del proveedor a utilizar sus datos para entrenar
sus modelos de |A.

@J Limitaciones de responsabilidad: aclare la responsabilidad del

= proveedor por errores o resultados inexactos. Revise cualquier
nivel de servicio garantizado relacionado con la confiabilidad y
el tiempo de actividad del sistema.

® Restricciones de uso: identifique cualquier limitacion en
cuanto al uso del modelo, incluidas las restricciones en el
procesamiento de datos o las areas de aplicacion prohibidas.

proe) Privacidad y seguridad de la informacién: evaluar los periodos

O de retencién de datos, los tipos de datos almacenados, las
medidas de seguridad aplicables y los fines para los que se
conservan los datos.

Términos y condiciones
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IA personalizada: uso de API

Para muchas empresas, aprovechar eficazmente la |IA
implicara desarrollar modelos personalizados utilizando
| API (Interfaces de Programacion de Aplicaciones) a
; partir de Modelos de Lenguaje Grandes (LLM). Este
enfoque permite a las empresas adaptar las soluciones
de IA a sus necesidades especificas, al tiempo que

se benefician de potentes modelos preentrenados.
Este enfoque permite a las empresas adaptar las soluciones de IA a sus necesidades
especificas, al tiempo que se benefician de potentes modelos preentrenados.

Las API ofrecen una gran flexibilidad a la hora de configurar un servicio, pero cuando
se trata de las condiciones de uso de los principales proveedores, el margen de
negociacion suele ser minimo. En la practica, las condiciones fundamentales para los
LLM son muy similares entre los distintos proveedores.

Al utilizar API, es especialmente importante tener en cuenta el derecho del proveedor
a modificarla seguin sus condiciones y como esto podria afectar a la solucidon
personalizada.

Términos y condiciones
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SOBRE EXPERIS

Experis es lider mundial en atraccién de talento Tly
soluciones tecnoldgicas, potenciando a las organizaciones
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soluciones flexibles que se adaptan a sus necesidades, a
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Cyber Security, Digital Workspaces, Cloud & Infrastructure
Services, y Enterprise Applications, Experis ofrece la
potente combinacién de talento calificado en demanda,
con soluciones tecnoldgicas claves para el éxito
empresarial. Experis forma parte de la familia de marcas
de ManpowerGroup® (NYSE: MAN), que también incluye
Manpower y Talent Solutions.

Para mas informacion, visita https://
servicios.manpowergroupcolombia.co/experis-colombia, o
siguenos en Linkedin.
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